Matrices

· A matrix is simply an array of numbers (some of which may be complex).
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· The row rank and column rank of a matrix tell the number of rows and columns, respectively.  Square matrices have the same row and column rank, which is just referred to as the rank.


· Equality:  Two matrices, A and B, are equal if and only if aij  =  bij for all i and j.

· Addition:  C  =  A  +  B if and only if cij  =  aij  +  bij for all i and j.

· Multiplication by a scalar: C  = k A if and only if cij  = k aij for all i and j.

· Subtraction of matrices is defined through multiplication by –1 followed by addition.

· Multiplication of matrices:  Provided the matrices are commensurate for multiplication, C = AB, if and only if cij  =  (k aik bkj.  Multiplication need not be commutative.

· The principal diagonal elements are those elements of a matrix for which i = j.  All other elements are said to be off-diagonal elements.

· A diagonal matrix is a matrix for which all off-diagonal elements are zero.

· A unit matrix is a diagonal matrix, 1, with all nonzero elements being 1.

· Inverse:  Not all matrices have inverses, but if there exist matrices, BL and BR, such that
BLA = 1 and/or ABR = 1, then these are said to be the left and right inverses of A.  If BL  =  BR, then that is the inverse of A,  written A-1.  Some matrices only have a left inverse; some have only a right inverse; some matrices do not have inverses.

· The trace of a matrix is the sum of the principal diagonal elements.
                                  trA = (k akk
· A square symmetric matrix has the property aij  = aji for all i and j.

· If  B is the transpose (labelled 
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)  of A,  bij  = aji.

· If B is the complex conjugate of A, bij  =  aij*.

· B is said to be the adjoint (A†) of A, if and only if bij  =  aji*.

· A matrix is said to be hermitian if it is self-adjoint.

· For a square matrix, A, the values of ( that satisfy the determinantal equation det(A - (1) = 0 are the characteristic roots of A.

Matrix Transformation

· Two square matrices, A and B, are similar if there exists a matrix, T, and its inverse such that:
A = T-1 B T.  Such an operation is said to be a similarity transformation.


· If the matrix T is orthogonal, the operation is an orthogonal transformation.


· If the matrix T is unitary, the operation is a unitary transformation.


· Two similar matrices have the same trace and the same characteristic roots.

· If a matrix A is similar to a diagonal matrix D, the elements of D are the characteristic roots of A.

_1014616150.unknown

_1014618534.unknown

