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3Unit of Numerical Methods, SCAI, UMA

July 28, 2017

Abstract

In this document we describe the application of two models of the HySEA family, the Landslide
and the Multilayer-HySEA models, to the study of the benchmark test cases established for the
NTHMP Landslide Benchmark Workshop, held in January 2017 at Galveston. The Multilayer-
HySEA model is used to perform the first five benchmark problems, dealing with laboratory
experiments. This model consists in a hybrid finite volume/finite difference implementation of
a non-hydrostatic multilayer model. The Landslide-HySEA model is used to simulate the field
case of Port Valdez (benchmark problem 7). It implements a fully coupled shallow-water/Savage-
Hutter model. Due to its more complex setup, benchmark 6 remains as the only one we have
not performed using a HySEA model yet. A brief description of models equations and numerical
schemes are included. Then, results for Benchmarks 1-5 and 7 are presented.

1 Model Background

HySEA (Hyperbolic Systems and Efficient Algorithms) software consists of a family of geophysical
codes based on either single layer, two-layer stratified systems or multilayer shallow water models.
HySEA codes (https://edanya.uma.es/hysea) have been developed by EDANYA Group1 from the
University of Malaga (UMA) for more than a decade and they are in continuous evolution and upgrad-
ing. Initially, the software was developed and the numerical algorithms implemented published under
no particular name. Several developments have been published in peer-review international journals
since 2005 where different analytical and experimental test cases have been presented. Some of these
model developments can be found in Castro el al. (2005, 2006, 2008, 2012a), Gallardo et al. (2007) and
de la Asunción et al. (2013). In September 2013, at ITS 2013, held at Göcek (Turkey) the ensemble of
all the codes was named as HySEA for the very first time, and Landslide-HySEA (applied to an aerial
landslide) and Tsunami-HySEA were presented in the two separate contributions González-Vida et al.
(2013) and Maćıas et al. (2013b), respectively. The work in Maćıas et al. (2015), in this case for a
submarine landslide, it is the first peer-review paper where a HySEA code is named as such.

Tsunami-HySEA is the numerical model specifically designed for tsunami simulations. It combines
robustness, reliability and good accuracy in a model based on a GPU faster than real time (FTRT)
implementation. It has been severely tested and, in particular, has passed all tests in Synolakis
et al. (2008), but also other laboratory tests and proposed benchmark problems. Recently, much
effort has been put on validating and verifying Tsunami-HySEA model under NTHMP stardards.
First for propagation and inundation (Maćıas et al., 2017b) and then for currents (Maćıas et al,

1https://www.uma.es/edanya/
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2017a, c). Concerning landslide-generated tsunamis, a stratified two-layer Savage-Hutter shallow water
model, the Landslide-HySEA model, was implemented based on Fernández-Nieto et al. (2008) and
incorporated to the HySEA family. Validation of this code, comparing numerical results with the
laboratory experiments of Heller and Hager (2011) and Fritz et al. (2001) can be found at Sánchez-
Linares (2011). A milestone in the validation process of this code consisted in the numerical simulation
of the Lituya Bay 1958 mega-tsunami with real topo-bathymetric data (González-Vida et al. 2017).
This validation was carried out under a research contract with PMEL/NOAA. The result of this project
leads NCTR to adopt Landslide-HySEA as the numerical code used to generate initial conditions for
the MOST model to be initialized in the case of landslide-generated tsunami scenarios. A new joint
work with PMEL/NOAA consisted in the simulation of a hypothesized submarine landslide at Hudson
Canyon. This numerical work was carried out in 2013, and a technical memorandum was written
(de la Asunción et al. 2013). Finally, a joint work with the Dept Estratigrafia, Paleontologia i
Geociènces Marines (GRC Geociènces Marines, Universitat de Barcelona) on a simulation study of
the tsunamigenic potential of four submarine landslides located on the Ibiza Channel in the Western
Mediterranean Sea can be found at Iglesias (2015) and will appear in Iglesias et al. (2017).

2 Model Equations

2.1 Landslide-HySEA model

The Landslide-HySEA tsunami model implements the natural 2D extension of the 1D two-layer Savage-
Hutter model presented in Fernández-Nieto et al. (2008) where Cartesian coordinates are used instead
of local coordinates at each point of the 2D domain and where no anisotropy effects are taken into
account in the normal stress tensor of the solid phase. The propagation and inundation components of
HySEA models have been fully validated using all of NOAA’s National Tsunami Mitigation Program
(NTHMP) mandatory benchmarks (Maćıas et al., 2017a, b, c). The mathematical model landslide
generated tsunamis consists of two systems of equations that are coupled: the model for the slide
material is represented by a Savage-Hutter type of model (Savage and Hutter, 1989) and the water
dynamics model represented by the shallow water equations (see Fernández-Nieto et al., 2008). One
of the most important features of the model is that both the dynamics of the sedimentary fluidized
material and the seawater layer are coupled and each of these two phases influences the other one
instantly and they are computed simultaneously. These coupled effects were first studied in a 1D
model by Jiang and Leblond (1992), who concluded that these effects are significant for cases of smaller
slide material density and shallower waters. Those conditions are verified for aerial and submarine
landslides in fjords, lakes or coastal areas. The importance of numerically treating in a coupled mode
phenomena that are physically coupled have been studied, for example, in Castro et al. (2011a) for
the case of two layer shallow water fluids, and in Cordier et al. (2011) for sediment transport models.
An uncoupled numerical treatment of these systems may generate spurious oscillations at the water
surface or the interface.

The mathematical model implemented in the Landslide-HySEA code consists of a stratified media
of two layers, the first layer is composed of a homogeneous inviscid fluid with constant density ρ1,
(seawater here) and the second layer represents the fluidized granular material with density ρs and
porosity ψ0. We assume that the mean density of the fluidized debris is constant and equals to
ρ2 = (1− ψ0)ρs + ψ0ρ1 and that the two fluids (water and fluidized debris) are immiscible.

For sake of simplicity the 1D system is written here, and the 2D extension is straightforward (see
Maćıas et al. 2015):
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In these equations, index 1 corresponds to the upper layer and index 2 to the second layer. hi(x, t),
i = 1, 2 is the layer thickness at each point at time t, therefore h2 stands for the thickness of the
slide layer material; H(x) is the fixed bathymetry at each point measured from a given reference
level, qi(x, t), i = 1, 2 is the discharge and is related to the mean velocity by the equation ui(x, t) =
qi(x, t)/hi(x, t), g is the gravitational acceleration and r is the ratio of densities r = ρ1/ρ2.

τ is a parametrization of the Coulomb friction term and it is defined by:

τ =

{
gh2(1− ρ2

ρ1
) u2

|u2| tan(δ0) if τ > σc

u2 = 0 otherwise

with
σc = gh2(1− ρ1

ρ2
) tan(δ0).

being α the Coulomb friction angle. The above expression models the fact that a critical slope is
needed to trigger the slide movement.

Finally, Si1 and Si2 contain the friction terms between layers that are parametrized by quadratic
friction laws (see Maćıas et al. 2015).

Note that this model reduces to the usual nonlinear shallow-water system when the layer of granular
material is not present or when it has zero velocity and this layer reaches equilibrium. Therefore, the
model can be used to numerically reproduce the different stages of a landslide tsunami simulation: the
landslide tsunami generation, wave propagation and, finally, coastline inundation and run-up height
reached by the tsunami wave.

2.2 Multilayer-HySEA model

The previous model it is difficult to approximate due to the presence of the coupling pressure terms.
Moreover, it makes also difficult to consider its natural extension to non-hydrostatic flows. For this
reason, when trying to include dispersion in our models, we consider first the following equivalent
formulation of (1): 
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(2)

where η1 is the free surface and it is given by η1 = h1 + h2 −H; η2 is the interface between the fluid
and the granular material and it is defined by η2 = h2 −H and r = ρ1

ρ2
.

3



Now, if ∂xη1 is neglected in the momentum equation of the granular material, that is, the fluctuation
of pressure due to the variations of the free-surface is neglected in the momentum equation of the
granular material, then the following weakly-coupled system could be obtained:

S-W system
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where the first system is the standard one layer shallow-water system and the second one is the one
layer reduced-gravity Savage-Hutter model, that takes into account that the granular landslide is
underwater. Note that the previous system could be also adapted to simulate subaerial/submarine
landslides by a suitable treatment of the variation of the gravity terms. Under this formulation, it is
now straightforward to improve the numerical model for the fluid phase by including non-hydrostatic
effects.

The Multilayer-HySEA model implements one of the multi-layer non-hydrostatic models of the
family introduced and described in Fernández-Nieto et al (2016). The governing equations, obtained
by a process of depth-averaging, correspond to a semi-discretization with respect to the vertical variable
of the Euler equations. Total pressure is decomposed into a sum of hydrostatic and non-hydrostatic
pressures. In this process, vertical velocities are assumed to have a linear vertical profile while the
horizontal velocities are assumed to have a constant vertical profile. The proposed model admits an
exact energy balance, and when the number of layers increases, the linear dispersion relation of the
linear model converges to the same of Airy’s theory. The model proposed in Fernández-Nieto et al
(2016) can be written in compact form as
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Figure 1: Schematic diagram describing the multilayer system

As depicted in Figure 1, the flow depth h is split along the vertical axis into L ≥ 1 layers and
∆s = 1/L. uα and wα are the depth averaged velocities in the x and z direction respectively, t is time
and g is gravitational acceleration. pα+1/2 is the non-hydrostatic pressure at the interface zα+1/2. The
surface elevation measured from the still-water level is η = h −H, where H is the still water depth.
Finally, τ is a friction law term and terms Γα+1/2 account for the mass transfer across interfaces and
are defined by

Γα+1/2 =
L∑

β=α+1

∂x (h∆s (uβ − ū)) , ū =
L∑
α=1

∆suα

In order to close the system, the following boundary conditions are considered

pL+1/2 = 0, u0 = 0, w0 = −∂tH.

Note that the motion of the bottom surface can be taken into account as a boundary condition,
imposing w0 6= 0. Therefore, this model can simulate the interaction with a slide in the case that the
motion of the bottom is prescribed by a function, given by set of data, or simulated by a numerical
model. Here we are going to consider tests where either the motion of the bathymetry is given by a
known function (solid block) or it is simulated by a Savage-Hutter model (granular material).

3 Numerical Solution Method

The discretization of system (1) is performed by an explicit first order IFCP Finite Volume Scheme
where the discretization of the Coulomb friction term is performed following Fernández-Nieto et
al. (2008), (see Fernández-Nieto et al. (2011) for details on the stability, convergence and efficiency
of the numerical scheme). The resulting scheme has been implemented in Graphics Processors Units
(GPUs) using CUDA, achieving a speed-up of two-order of magnitude compared to a conventional
CPU implementation (see Castro et al. (2011b) for a review and de la Asunción et al. (2012)). This
methodology allows us to considerably improve the efficiency of the algorithm as well as the size of the
discrete problems that can be solved.

5



The discretization of system (4) becomes more difficult. Here we consider the natural extension
of the procedure described in Escalante et al (2017), where a splitting technique has been proposed.
Thus, in the first step, the non-conservative hyperbolic system underlying system (4) given by

∂tU + ∂xFSW (U) + BSW (U)∂xU = GSW (U)∂xH (5)

is discretized by a second order finite volume PVM positive-preserving well-balanced path-conservative
method (Fernández-Nieto et al 2011), where

U =



h
hu1

...
huL
hw1

...
hwL


, FSW (U) =



hu
hu21
h

+
1

2
gh2

...
hu2L
h

+
1

2
gh2

hu1w1

...
huLwL


, GSW (U) =



0
gh
...
gh
0
...
0


.

BSW is a matrix such BSW∂xU involves the non-conservative products related to the mass transfer
across interfaces that appear at the momentum equations. Next, the non-hydrostatic pressure term
TNH(h, hx, H,Hx, p, px) given by

TNH(h, hx, H,Hx, p, px) = −



0
h (∂xp1 + σ1∂zp1)

...
h (∂xpL + σL∂zpL)

h∂zp1
...

h∂zpL


,

is computed solving an elliptic operator that appears when imposing the continuity equation at each
layer, B(U,Ux, H,Hx) = 0, where

B(U,Ux, H,Hx) =

 ∂xu1/2 + σ1/2∂zu1/2 + ∂zw1/2

...
∂xuL−1/2 + σL−1/2∂zuL−1/2 + ∂zwL−1/2

 .

The elliptic operator is discretized using standard central finite differences. Let us also point that
a common arrangement of the discretized variables is used (see Figure 2). The resulting linear system
is solved using an iterative Jacobi method combined with a scheduled relaxation (see Adsuara et al
2016 and Escalante et al 2017).

6



Figure 2: Arragement of discrete variables in the multilayer model discretization algorithm

Finally, when the pressure corrections are computed, the discharges at each layer are updated. The
resulting numerical scheme is well-balanced for the water at rest solution and is linearly L∞-stable
under the usual CFL condition related to the hydrostatic system. It is also worth to mention that the
numerical scheme is positive preserving. Finally, its extension to 2D is straightforward. In this case,
the computational domain is decomposed into subsets with a simple geometry, called cells or finite
volumes. The first step of the algorithm adapts well to GPUs architectures as is shown in Castro et al
(2011b). Moreover, the compactness of the numerical stencil and the easy parallelization of the Jacobi
method makes that the second step can also be implemented on GPUs.

4 Benchmark Problem Comparisons

In this section we present the numerical results obtained with HySEA codes and the comparison with
the measured lab data or observations (for BP7). The first five Benchmark Problems (BPs) have
been simulated using the Multilayer-HySEA model, which includes non-hydrostatic processes. BP1,
2 and 3 deal with waves generated by the movement of a solid block. 2D submarine for BP1, 3D
submarine for BP2, and 3D partially submerged and submarine for BP3. In all these cases a moving
bottom condition has been used to modeled the solid block movement. For BP4 and 5, dealing with
granular landslides, 2D submarine for BP4 and 2D subaerial for BP5, a one-way coupling between the
Multilayer-HySEA model and a Savage-Hutter layer modeling the granular slide is used to reproduce
these two experiments. Finally BP7, dealing with a field case at Port Valdez, Alaska, is simulated
using Landslide-HySEA model.

4.1 Benchmark Problem 1: Two-dimensional submarine solid block

In this benchmark two items remain undetermined: they are the initialization of the numerical exper-
iment and the second one is how and where and how the moving solid block must stop.

The one-dimensional domain [−1, 10] is discretized with ∆x = 0.02 m and the number of layers
was set up to 3. Similar results were obtained with more layers. The simulated time was 4 s. CFL
was set to 0.9 and g = 9.81. Outflow boundary conditions are used. In order to capture turbulent
processes, following Ma et al (2012), the complete Navier-Stokes viscous stress tensor is used, where
the turbulent kinematic viscosity is estimated by the Smagorinsky subgrid model, with Cs = 0.2
(Smagorinsky turbulent coefficient) and ks = 0.01 (bottom roughness height).

First, we would like to stress that we found a bit confusing geometry definition for this benchmark
problem, mainly due to the sometimes unclear use of dimension and dimensionless variables, not always
consistent with the non-tilde vs tilde notation, respectively. In our presentation at the workshop, we
stressed the mismatch we found between provided data and figures in the benchmark description: we
were not able to reproduce, with the given data, the figures provided in the document describing the
benchmark. To illustrate this fact, we presented the numerical results obtained with the Multilayer-
HySEA model that has been adimensionalized in time dividing by t0 = 1.677 and compared them
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with the measured data, first adimensionalized using the same value (as should be coherent, but the
resulting figure does not agree with the figures provided in the benchmark description) and then using
the value T = t0 + ti (with ti the initialization time appearing in the benchmark problem description)
to adimensionalize. Here we have compared the numerical results with the lab data adimensionalized
using the former value for T .

In Figure 3 comparison of filtered lab measured data with numerical results are presented.
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Figure 3: Comparison of filtered data time series (red) and numerical (blue) at wave gauges (A) g0,
(B) g1, (C) g2, and (D) g3.
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4.2 Benchmark Problem 2: Three-dimensional submarine solid block

As in BP1, in this benchmark the same two items remain undetermined: initialization and stoping
of the solid block. With respect to the described as “numerical artifact” in the questions after the
presentation at the workshop, we have determined that this was not a numerical artifact, but the
“shadow” of the moving block at surface. The appearance of this bump at surface can be avoided by
stopping the solid block earlier and it appears when the block is moved as far as posible (“possible” from
a physical point of view, or even “beyond”, if doing it numerically). We have numerical experiments
and animations of different strategies showing the described behavior.

The two-dimensional domain [−1, 10] × [−1.8, 1.8] is discretized with ∆x = ∆y = 0.02 m and the
number of layers was set up to 3. Similar results were observed using more layers. The simulated
time was 4 s. We set the CFL = 0.9 and g = 9.81. Outflow boundary conditions are imposed at
x = −1, x = 10 and wall boundary conditions at y = −1.8, y = 1.8.

We present numerical results for two proposed cases (out the seven included in this data set) for
d = 61mm and d = 120mm. Figure 4 shows the results for the first case, d = 61mm, and Figure 5
depicts the results for the second case, d = 120mm. In this second case measured lab data for gauge
G3 were not available.
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Figure 4: Comparison of data time series (red) and numerical (blue) at wave gauges (A) g1, (B) g2,
(C) g3, and (D) g4 for the case d = 61 mm.
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Figure 5: Comparison of data time series (red) and numerical (blue) at wave gauges (A) g1, (B) g2,
and (C) g4 for the case d = 120 mm.

4.3 Benchmark Problem 3: Three-dimensional submarine/subaerial trian-
gular solid block

The two-dimensional domain [−2, 6] × [−1.85, 1.85] is discretized with ∆x = 0.02 m and the number
of layers was set up to 3. Similar results were observed if more layers are considered. The final time is
4 s, CFL number was set to 0.9 and g = 9.81. The same boundary conditions as in the previous case
were imposed. In order to capture turbulent processes, as in benchmark 1, the complete Navier-Stokes
viscous stress tensor is used with the same subgrid model and coefficients.

Figures 6 and 7 show the numerical results obtained for the subaerial test case, first presenting the
comparison for the wave gauges (Fig. 6) and the for the runup gauges (Fig. 7) . The same comparison
can be found in Figures 8 and 9 for the submerged test case.
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Figure 6: Comparison of data time series (red) and numerical (blue) at wave gauges (A) WG1 and
(B) WG2 for the subaerial case.
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Figure 7: Comparison of data runup time series (red) and numerical (blue) at runup gauges (A) RG2
and (B) RG3 for the subaerial case.
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Figure 8: Comparison of data time series (red) and numerical (blue) at wave gauges (A) WG1 and
(B) WG2 for the submerged case.

0 1 2 3 4 5

-0.05

0

0.05

2
(m

)

(A)

Data
Model

0 1 2 3 4 5
t(s)

-0.05

0

0.05

2
(m

)

(B)

Figure 9: Comparison of data runup time series (red) and numerical (blue) at runup gauges (A) RG2
and (B) RG3 for the submerged case.
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4.4 Benchmark Problem 4: Two-dimensional submarine granular slide

For the simulation of the present benchmark problem, a coupled non-hydrostatic multilayer/Savage-
Hutter model was used. The resulting model is weakly coupled, and the water feels the moving bottom,
but the slide material is not affected by the gradient variations of water surface. The number of layers
was set up to 5. Similar results are obtained with less layers, for example 3 as were considered in the
previous tests. In this case, the number of layers was increased with the aim of obtaining a similar
agreement with measured data as in previous benchmark problems but the numerical results remained
similar for a larger number of layers. This may indicate that it is not a question of the dispersive
properties of the model (that improve with the number of layers) but more likely due to some missing
physics.

The one-dimensional domain [0, 5.47] is discretized with ∆x = 0.005 m. The final time is 10 s.
We set the CFL = 0.5 and g = 9.81. Wall boundary conditions were imposed. The ratio of densities

r =
ρs
ρb

= 0.78, the Coulomb friction was set to δ = 12◦ and Manning n = 0.0002.

Figure 10 shows the comparison of model results with lab data for the for wave gauges considered.
Figure 11 depicts the water free surface and the grain location at several times during the numerical
simulation.
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Figure 10: Comparison of data time series (red) and numerical (blue) at wave gauges (A) WG1, (B)
WG2, (C) WG3, and (D) WG4.
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Figure 11: Numerical profiles of the water free surface elevation and the grain layer location at times
t = 0, 0.3, 0.6, 0.9 s.

4.5 Benchmark Problem 5: Two-dimensional subaerial granular slide

For this benchmark we use the same model configuration as in the former problem: the Multilayer-
HySEA (non-hydrostatic) model coupled with a Savage-Hutter model for the granular material (the
latter is the same as the one implemented in the Landslide-HySEA model). The resulting model is
weakly coupled, and the water feels the moving bottom, but the slide material is not affected by the
gradient variations of water surface. The number of layers was set up to 3.

The one-dimensional domain [0, 2.2] is discretized with ∆x = 0.003 m. The simulation time is
2.5 s. We set the CFL = 0.9 and g = 9.81. Wall boundary conditions were imposed. The ratio of

densities r =
ρs
ρb

= 0.6, the Coulomb friction was set to δ = 12◦ and Manning n = 0.0001.

Figure 12 shows the comparison for Case 1 (D = 1.5 mm, H = 14.8 cm and L = 11 cm). Figure 13
shows the comparison for Case 2 (D = 10 mm, H = 15 cm and L = 13.5 cm). Figure 14 depicts the
free surface elevation and the granular layer location at several times for Case 1. It can be observed
that the agreement with lab data is much better for Case 1 than for Case 2 and also that this agreement
is also better for gauges located further from the slide. This latter behavior can be explained as a
consequence of the fact that the hydrodynamic component is much better resolved and simulated than
the morphodynamic component (the movement of the slide material), obviously much more difficult
to reproduce.
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Figure 12: Comparison of data time series (red) and numerical (blue). Case 1. (A) G1, (B) G2, (C)
G3, and (D) G4
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Figure 13: Comparison of data time series (red) and numerical (blue). Case 2. (A) G1, (B) G2, (C)
G3, and (D) G4
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Figure 14: Numerical profiles of the water free surface elevation and the grain layer at times t =
0, 0.2, 0.4, 0.8 s for the Case 1.

4.6 Benchmark Problem 6: Three-dimensional subaerial granular slide

This benchmark problem is the only one we have not performed yet with any of the codes of the
HySEA family. This will be done soon with the two-dimensional version of the same model used in
the two previous benchmark problems, coupling the Multilayer-HySEA non-hydrostatic model with a
Savage-Hutter model for the granular material. This code is currently under development.

4.7 Benchmark Problem 7: Field Case: Slide at Port Valdez, AK during
1964 Alaska Earthquake

The present benchmark consists on simulating the extent of the inundation for two slide events at
Port Valdez (one at the head of the bay and another at the Shoup Bay Moraine), based on before
and after bathymetry data, and performing a comparison of the simulated results with eye-witness
observations of the event, and observed run-up distribution. We have performed simulations for 4
different scenarios, two consisting in single slide events: HPV (for Hotel Port Valdez) and SBM (for
Shoup Bay Moraine); and two dealing with combined HPV/SBM scenarios, one using the same model
parameters as for the single events initially simulated and a second one using new parameters to fit
the combinedscenario to the observed data as a one single scenario. This latest case is the one better
reproducing the described observed data.

4.7.1 HPV scenario

A range of model parameters has been considered in order to perform a large set of numerical simula-
tions. The aim of this approach was to find the optimal values for the parameters considered (angle of
repose, ratio of densities, friction between water and sediment and friction between water and bottom
surface). In the case of HPV scenario, the parameters were taken in the following intervals:

• Angle of repose (α): [4o − 6o]
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• Ratio of densities (fluidized sediment/water): [0.25− 0.45]

• Friction water/sediment: [0.005− 0.01]

• Friction water/bottom: 0.005

For this scenario the optimal parameters found were (among other posible choices):

• Angle of repose (α): 6.0

• Ratio of densities (fluidized sediment/water): 0.35

• Friction water/sediment: 0.005

• Friction water/bottom: 0.005

(a) HPV: Initial condition

(b) HPV: Maximal free surface elevation

(c) Locations of selected points (37, 38, 39, and VH) (d) Inundation at Valdez

Figure 15: HPV scenario
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Figure 16: HPV scenario. Water elevation time series at Valdez locations

Figure 15.a shows the initial condition considered for this scenario, and Figure 15.b the maximum
water surface elevation reached along the whole duration of the simulation. Figure 15.d presents the
inundation extension at Valdez. It can be observed that McKinley Street is reached by the inundation.
Figure 16 shows the time series of the water height at 4 selected locations at Valdez (shown in Figure
15.c), including Valdez Hotel. It can be observed that at location 38 several waves are numerically
reproduced, but only one wave is observed at Valdez Hotel and location 39.

4.7.2 SBM scenario

In this second single slide scenario the varying intervals considered for the 4 model parameters were:

• Angle of repose (α): [4o − 9o]

• Ratio of densities (fluidized sediment/water): [0.25− 0.45]

• Friction water/sediment: [0.02− 0.04]

• Friction water/bottom: [0.005− 0.01]

In this case the optimal parameters found were:

• Angle of repose (α): 5.0

• Ratio of densities (fluidized sediment/water): 0.45

• Friction water/sediment: 0.03

• Friction water/bottom: 0.005
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(a) SBM: Initial condition

(b) SBM: Maximum free surface height

(c) Run-up at Anderson Bay (d) Inundation at Valdez

(e) HPV: Elevation time series at Navigational Light

Figure 17: SBM scenario
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Figure 18: SBM scenario. Wave height time series at selected locations at Valdez

Figure 17.a shows the initial condition considered in this scenario, and Figure 17.b the maximum
water surface elevation reached along the whole duration of the simulation. Figure 17.c depicts the
run-up values computed for Anderson Bay (they are larger than 20 m). Figure 17.d presents the
inundation around Valdez. It can be observed that McKinley street is reached by the inundation.

The wave height time series obtained at the navigation light is depicted in Figure 17.e, where a
maximum value over is 10 m is obtained. Finally, in Figure 18 wave height time series at selected
locations are depicted. A 60 cm wave arrive at Hotel Valdez, fulfilling the recommended benchmark
objectives. It can be observed that at location 38 three waves are numerically reproduced, but only
one wave is reproduced at Valdez Hotel and location 39.

4.7.3 SBM+HPV combined scenario

Now we consider a combined scenario, where both HPV and SBM slides are triggered simultaneously.
As was the case for the two single scenarios, the combined scenario also fulfill the combination of all
the required benchmark recommendations. Despite that this HPV+SBM combined scenario fulfills all
the required items, we cannot consider this experiment setup optimal as, for example, in Anderson
Bay numerical results do not fit accurately the observations.

The reason explaining this not optimal behavior is that, in the SMB case, it is recommended to
reproduce 20+ m run-up at the Anderson Bay and an inundation larger than 0.5 m at Valdez Hotel.
We do think that the requirement on the inundation at Valdez Hotel should be removed from SBM
scenario and should be included in HPV case. The first argument to propose this change is that it
seems to be more consistent that HPV slide be the main responsible of inundation at Valdez. Our
second argument is based on the numerical simulations performed for the SBM case. We have observed
that, when the reproduced inundation at Valdez Hotel reaches this 0.5 m value, the corresponding run-
up at Anderson Bay is much larger than the real observed run-up of 20+ m (see Fig. 19 where 30+ m
runup is simulated). This is also the reason for having an overestimated runup at Anderson Bay in
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the combined scenario.

Figure 19: HPV+SBM combined scenario. Runup at Anderson Bay

Consequently, we have considered a new SBM* redefined experiment where we retain the condition
over the run-up at the Anderson Bay, without trying to fulfill the condition on the inundation at
Valdez Hotel, while we try to fulfill this last condition for the HPV scenario. The other requirements
are retained as they were defined. Then, with the new parameters determined for SBM* scenario,
a new combined scenario (named as HPV+SBM* combined experiment) has been considered. This
numerical test fully achieves all the requirements while, at the same time, reproduces a better simulated
runup at Anderson Bay than all previous scenarios.

Figure 20.a shows the inundation around Port Valdez as simulated in the optimal combined scenario.
It can be observed that McKinley street is reached by the flooding wave. Figure 20.b depicts run-up
values computed at Anderson Bay. Run-up values in this area are above 20 m. The wave-height time
series reproduced at the Navigational Light is depicted at Figure 20.d. A maximum height over 12 m
is obtained. Finally, Figure 21 presents the wave height time series of the combined scenario at the
selected locations in Fig. 15.c compared with the two single scenarios, HPV and SBM*. It can be
observed that, in the case of the combined scenario, two neat waves are simulated at Valdez Hotel and
at location 39. They are separated by approximately 4 min. The first wave is 20 cm high, arriving
to location 39 2.5 min after landslide triggering and about 4 min to Valdez Hotel. The second wave
reaches more than 50 cm at Valdez Hotel arriving there 7 min after trigering. It is curious how, roughly
speaking, the HPV component of the combined scenario is the responsible for the first simulated wave
and while the second larger wave does not appear in the SBM scenario simulation. Therefore, this
second wave is produced as result from the nonlinear combination of the waves produced by both slides
occurring at the same time. The main discrepancy with the description provided for this combined
scenario is the time between the two waves. The reported time is 10-15 min, while the simulated
elapsed time at location 39 is around 5 min. The only way to obtained two waves separated by the
reported time should be simulating two asynchronous slides separated by 5-10 min time. First the
HPV slide and then, for example 5 min later, the SBM slide.
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(a) HPV+SBM*: Inundation at Valdez (b) HPV+SBM*: Run-up in Anderson Bay area

(c) Maximum wave height and inundation

(d) Wave height time series at navigational gauge

Figure 20: HPV+SBM* (combined optimal) scenario
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Figure 21: HPV+SBM* scenario. Wave height time series at selected locations. Comparison with
HPV and SBM* scenarios
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[25] J. Maćıas, M.J. Castro, S. Ortega, C. Escalante, and J.M. González-Vida. Performance bench-
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[28] J. Maćıas, J.T. Vázquez, L.M. Fernández-Salas, J.M. González-Vida, P. Bárcenas, M.J. Castro,
V. Dı́az del Ŕıo, and B. Alonso. The Al-Borani submarine landslide and associated tsunami. A
modelling approach. Marine Geology, 361:79 – 95, 2015.
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