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Seismic	
  tsunami	
  generaZon,	
  propagaZon	
  and	
  
inundaZon	
  

•  GeneraZon	
  phase	
  for	
  seismic	
  cases:	
  either	
  
–  FEM	
  of	
  ground	
  deformaZon	
  in	
  3-­‐D	
  (Masterlark,	
  Grilli)	
  
–  Dynamic	
  water	
  surface	
  displacement	
  using	
  NHWAVE	
  

	
  	
  	
  	
  	
  	
  	
  	
  …or	
  
–  StaZc	
  surface	
  displacement	
  using	
  Okada	
  sources	
  
	
  

•  PropagaZon	
  phase:	
  
–  FUNWAVE	
  in	
  spherical	
  coordinate	
  version.	
  	
  Boussinesq	
  model	
  for	
  weakly	
  

nonlinear,	
  weakly	
  dispersive	
  waves	
  

•  InundaZon	
  phase:	
  
–  FUNWAVE	
  in	
  Cartesian	
  coordinate	
  version.	
  	
  Boussinesq	
  again.	
  



(1) Continuous source subdivided into a set of “Okada” sources, 
each representing a finite slip in an elastic half space.   

 
Predicted displacement at earth-water interface transferred 
instantaneously to a static deformation of the water surface	
  

•  U1:  Strike-slip 
•  U2:  Dip-slip 
•  U3:  Tensile dislocation	
  
•  	
  δ:	
  dip angle 



Solitary	
  wave	
  overtopping	
  an	
  island	
  
located	
  at	
  a	
  shelf	
  break	
  (data	
  from	
  
LyneV)	
  

Puerto	
  Rico	
  trench	
  event:	
  propagaZon	
  
phase	
  



Submarine Mass Failure	
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Modeling methodology: SMF   

 
•  Here, time-dependent kinematics of bottom motion used 

directly in 3-D hydrodynamic model NHWAVE 

1.  Model solves 3-D Euler equations in surface and terrain following σ 
coordinates. 

2.  Model parallelized, uses public domain package HYPRE to solve 
pressure Poisson equation. 

3.  Bottom may be specified as a time-dependent function. 



Example:  Solid slide of Enet and Grilli (2007) 

Landslide Model

A solid landslide model was built out of aluminum sheets, bolted
and glued together in the form of a very smooth Gaussian geom-
etry aimed at approximating sliding sediment mounds !Figs. 2
and 3". Although actual slides usually have more pronounced
head shapes !e.g., Fritz 2002", this Gaussian shape was both
easier to build and deemed a close enough approximation of ac-
tual slide shapes, particularly since our goal was later to validate
FNPF computations, in which the same shape could be exactly
represented.

The model was set up to move down the slope by rolling on a
guiding rail, by way of stainless steel bearings in the vertical
plane and teflon bearings in a plane parallel to the slope. The
bearings were mounted in a cavity within the model !Fig. 4". The
microaccelerometer was also embedded within this cavity. The
landslide was fitted on the rail such that its bottom slid at 4 mm
above the slope. A pair of small curved springs were mounted
under the slide model to prevent it from tilting and hitting the
slope during motion. This experimental setup led to a very small

friction between landslide and slope, which was found in dry tests
to be negligible as compared to hydrodynamic drag !less than
0.5%".

At the start of experiments, a quick release mechanism was
used to let go off both the model slide and the accelerometer cable
!Figs. 4 and 5". After trying a few methods, it was found that this
triggering mechanism provided the best repeatability in initial
landslide acceleration. The landslide was stopped by a foam cush-
ion placed at the bottom of the slope.

Grilli et al. !2002", in their numerical computations, defined
their idealized 3D landslide geometry as having an elliptical foot-
print on the slope, with length b and width w, and vertical cross
sections varying according to truncated hyperbolic secant square
functions, with maximum thickness T. We selected a similar ge-
ometry for our landslide model. However, to avoid changes in
curvature along radial cross sections, which would have rendered
the model construction more difficult, the geometry was defined
instead using truncated hyperbolic secant functions in two or-
thogonal directions, ! and " !Fig. 6"

Fig. 2. General view of experimental setup with: slope, rail, landslide
model, wave gauges/step motors, and supporting I-beams

Fig. 3. View of landslide model cross sections during construction

Fig. 4. Vertical cross section in experimental setup !heights are
exaggerated"

Fig. 5. View of model quick release mechanism
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1999!. They specifically studied underwater slides and slumps
"which they treated as rotational SMFs!. They validated their
model using 2D laboratory experiments for semielliptical rigid
slides moving down a plane slope and then used the model to
perform a wide parametric study of tsunami amplitudes and run-
ups, as a function of 2D SMF geometric parameters. Based on
these numerical simulations, Watts et al. "2005! derived semi-
empirical predictive equations for a 2D characteristic tsunami
amplitude !o

2D, which they defined as the maximum surface de-
pression above the initial SMF location. Using mass conservation
arguments, they further introduced corrections accounting for 3D
effects resulting from the finite width w of the SMFs, and derived
expressions for the 3D characteristic amplitude !o

3D. In parallel
with these 2D simulations, Grilli and Watts "2001!. Grilli et al.
"2002! and Enet and Grilli "2005! applied the 3D-FNPF model of
Grilli et al. "2001! to the direct simulation of 3D landslide tsuna-
mis. The present experiments were performed in part to validate
such 3D computations.

The effects of slide deformation on tsunami features, such as
characteristic amplitude and wavelength, was numerically inves-
tigated by Grilli and Watts "2005!. They concluded that, for both
rigid and deforming 2D slides, initial acceleration is the main
factor controlling tsunami source features governing far field
propagation. For the moderate slide deformation rates occurring
at early time, they further showed that these features were quite
similar for rigid or deforming slides, although the detailed shape
of generated waves differed. In fact, Watts and Grilli "2003! had
earlier performed more realistic numerical computations of ex-
panding 2D underwater landslides, represented by a modified
Bingham plastic model. They had found that the center of mass
motion of such highly deforming landslides was very close to that
of a rigid landslide of identical initial characteristics, and most
important features scaled well with and could thus be predicted,
by the slide center of mass motion. Hence, for 2D landslides,
more complex and realistic events can be related to a simplified
rigid body motion, and vice versa. Since deformation effects
could be more important for 3D slides, however, such 2D results
may not readily apply to 3D slides, but it can still be assumed that
the hypothesis of a rigid slide holds at short time.

In this work, we present results of 3D large scale laboratory
experiments of tsunami generation by an idealized rigid underwa-
ter landslide, moving down a plane slope "for which partial results
were reported on by Enet et al. 2003, 2005!. These experiments
were performed to: "1! gain physical insight into the 3D genera-
tion of tsunami and runup by underwater landslides; and "2!
provide experimental data for further validating 3D numerical
models, such as developed by Grilli et al. "2002!. The experi-
ments were specifically designed to validate FNPF models, al-
though other types of models could be used as well. Therefore,
the model slide was built with a very smooth and streamlined
Gaussian shape, aimed at eliminating vortices and eddies not de-
scribed in FNPF models. This has also led to experiments that
were very repeatable and hence had small experimental errors.
Other types of idealized slide geometry, such as the sliding wedge
tested in Watts "1997, 1998! or Liu et al. "2005! do not have these
properties and hence were not considered.

At various instances in this paper, we will make reference to or
use analytical or computational results, published in earlier work,
in order to help better designing the experimental setup, estimat-
ing the testable parameter space most relevant to our landslide
scale model, and better interpreting the physics of landslide tsu-
nami generation illustrated in our experimental results. In the fol-
lowing sections, we first detail the experimental setup, then based

on dimensional analysis we derive and discuss analytical results,
and we finally present and discuss experimental results.

Experimental Setup

General Considerations

Experiments were performed in the 3.7 m wide, 1.8 m deep, and
30 m long wave tank of the Ocean Engineering Department at the
University of Rhode Island "URI!. The experimental setup was
designed to be as simple as possible to build, while allowing one
to illustrate and quantify the key physical phenomena occurring
during landslide tsunami generation, thus addressing Goal 1 of
this work. Limitations in resources also forced us to make some
choices, such as building and using only one steep "i.e., shorter!
plane slope and one landslide scale model geometry. We had a
limited number "four! of newer precision wave gauges mounted
on step motors. Other older gauges were found not accurate
enough to measure the small amplitude waves caused by deeply
submerged slides. To address Goal 2 of this work, as already
discussed, the geometry of the experimental setup "both slope and
landslide model! was idealized in order to optimize comparisons
with FNPF computations "Figs. 1 and 2!.

The experimental setup thus consisted in a plane slope, 15 m
long and 3.7 m wide, made of riveted aluminum plates supported
by a series of very stiff I-beams. The slope was built at midlength
of the wave tank and placed at a "=15!±3! angle "Figs. 1 and 2!.
Upon release, the rigid landslide model translated down the slope
under the action of gravity, while being guided by a narrow rail.
The displacement s of the landslide parallel to the slope was
obtained both from acceleration data, measured using a microac-
celerometer embedded at the slide center of mass location, and
from direct measurements of the slide position, based on the time
the model slide cut a piece of electric wire "later referred to as the
“electromechanical system”!. Generated surface waves were mea-
sured using precision capacitance wave gauges mounted on step
motors used for calibration. More details on the landslide model
and instrumentation are given in the following subsection.

Fig. 1. Vertical cross section for tsunami landslide experiments, with
indication of key geometrical parameters. Gaussian shape landslide
model has length b, width w, and thickness T and is initially located
at x=xi at submergence depth d. Dashed shape represents equivalent
semiellipsoidal landslide of same thickness and volume, length B and
width W.
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tion was twice time integrated to provide slide center of mass
motion. Fig. 11 shows examples of slide center of mass motion
obtained from both acceleration and gate data, for two replicates
of experiments performed for d=61, 120, and 189 mm. These
results first show that experiments are well repeatable and, sec-
ond, that slide motions independently obtained from the gates and
the microaccelerometer data are in good agreement with each
other.

Slide motions s!t" derived from either the gate or acceleration
data were used to curve fit the theoretical law of motion given by
Eqs. !7" and !8", for each experiment; this yielded the slide initial
acceleration ao and terminal velocity ut for each case. When com-
paring these curve fitted parameters to the raw data, it was found
that the measured initial acceleration !obtained from a linear
curve fit of data over a very small time, #0.1 s" was a more
repeatable value between replicates than parameter ao derived
from the curve fitted slide motions !whether from the gate or
acceleration data". Measured accelerations, however, became
quite noisy for larger times !on the order of t!0.5to", likely due
to shocks and vibrations occurring during slide motion, yielding
increased uncertainty for integrated slide motions and ut derived
from these through curve fitting. On the other hand, the time of
passage at gates provided a more repeatable estimate of ut #also
through curve fitting of Eqs. !7" and !8"$. Hence, for each experi-
ment, we combined the gate and acceleration data !averaged over
two replicates", by using the ao value derived from small time
acceleration data and calculating the ut value as the only param-
eter derived from gate data, by curve fitting Eqs. !7" and !8".
Results of this combined method are given in Table 1 for all the
tests. Curve fitted slide motions for the three depths mentioned
above are shown in Fig. 11, on which we clearly see that the
curve fits closely match the data derived from accelerations at
small times but fit the gate data better at larger times.

With these results for ao and ut, we calculate values of to in
Table 1 using Eq. !8", and of "o using Eq. !12". We see that to
gradually increases from d=−20 to 140 mm and fits a linear equa-
tion, to#0.900+7.07d quite well !R2=0.974, d in meters". The
two deepest submergence depths, however, do not follow this
trend as ut tends to level up maybe because of the influence of
shocks that occur in deeper water at the joint between two alumi-
num plates in the model slope. The estimated characteristic tsu-
nami wavelength follows the same trend as to, increasing from
d=−20 to 140 mm and then stabilizing. Using this estimate and
the measured values of #o, one can calculate the locations of
nonbreaking experimental tests !d$61 mm" in the !% ,&" space.
These are plotted in Fig. 10 where we see that experiments dis-
tribute about the theoretical relationship derived earlier and all
correspond to dispersive intermediate water depth waves.

Eqs. !9" and !10" finally yield the Cm and Cd values for the
experimental data in Table 1 !with f =0.8952 for our model". The
added mass coefficients Cm, expectedly, increase when d varies
from partial slide emergence to shallow submergence, and then
decrease to reach an average value of 0.637 for d$61 mm, which
is in good agreement with our theoretical estimate of 0.61. Values
of Cd decrease from emergence to shallow submergence, to reach
an average of 0.386 for d$61, which is also in good agreement
with our theoretical estimate of 0.36.

Finally, as also noted in earlier work !e.g., Watts 1998, 2000;
Grilli and Watts 2005", Fig. 11 shows that, for t'0.5to, slide
kinematics can essentially be modeled by s=aot2 /2 or s /so
=0.5t / to, i.e., as a purely accelerating body that viscous drag
forces have not yet significantly slowed down. Hence, the small

shocks observed in experiments for later times, which affect the
value of ut, do not greatly affect slide kinematics at early times.

Free Surface Elevations

Fig. 12 shows pictures of typical free surface elevations generated
by the slide motion for d=61 and 120 mm. We see a succession
of cylindrical waves propagating away from the landslide initial
location in the direction of its motion. A main crest can be seen,
leading a train of smaller oscillatory waves. There is weaker wave
propagation towards the sides of this main crest, but some of the
smaller waves that follow spread slightly more laterally. This im-
plies that there is directional focusing of most of the generated
wave energy, within a fairly narrow angular sector centered about
the direction of slide motion.

Pictures taken at earlier times and movies of experiments
would show that, upon release of the slide model, a depression
wave first forms at small times, above the initial location of the
landslide, and then “rebounds” to form a main wave of elevation
!i.e., the main crest" propagating offshore as a leading “N-wave”
!Tadepalli and Synolakis 1994" followed by a train of smaller
oscillations !i.e., a dispersive wave tail". This will be further il-

Fig. 12. Examples of experimental surface elevations generated for
d=61 mm !a"; 120 mm; !b" at t# to. Note, model slide is visible
underwater at top of !b".
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lustrated below based on measured surface elevations at gauges.
The “rebound” wave also propagates shoreward and reflects on
the slope, causing runup and some of the smaller waves seen, for
instance, at the bottom of Fig. 12!b".

These processes can be better quantified by analyzing free sur-
face elevations measured at wave gauges during landslide tsu-
nami generation. Fig. 13 shows surface elevations measured at
Gauge 1, positioned at !xo ,0" above the initial slide location, and
at Gauge 2, downstream and off the tank axis, for the three slide
depths for which landslide kinematics was analyzed in detail be-
fore !i.e., d=61, 120, and 189 mm". Some individual data points
are shown for two replicates of the tests, as well as the average of
those !note, small high-frequency noise was filtered out". As for
slide kinematics, tsunami elevations measured at gauges are well
repeatable !with a maximum absolute difference of less than
1.8 mm, or 8% of the largest maximum tsunami depression"; this
confirms that nonsystematic experimental errors are small. As ex-
pected from direct observations of experiments and from earlier
2D work !Grilli and Watts 2005", measurements at Gauge 1 es-

sentially show a depression wave, whose maximum absolute
value !o increases as d decreases !Table 1". At Gauge 2, the
measured tsunami appears as a train of oscillatory waves, con-
firming the dispersive nature of the generated waves, with a small
leading crest followed by a larger depression wave and then the
highest crest. Measured wave heights are also larger at Gauge 2,
the shallower the initial slide submergence depth d.

To compare all the initial tsunami sources generated at Gauge
1 for d"61 mm, measured surface elevations are plotted in Fig.
14 in nondimensional form !! /b , t / to". In this plot, for better
consistency, to was calculated from the curve fit to#0.900
+7.07d, which only affects the two deepest submergences depths,
where a slight inconsistency in to value was observed. Surface
elevations appear very similar at Gauge 1 for all cases, in the
form of simple depressions of the water surface, essentially cre-
ated for t#0.5to. This confirms that the initial landslide tsunami
source, responsible for a large part of the subsequent wave gen-
eration and propagation, is produced at early times, when slide
motion is that of a purely accelerating body. Therefore, initial
slide acceleration ao truly is the most important parameter for
underwater landslide tsunami generation, whereas ut only plays a
secondary role. Similar conclusions were reached by Grilli and
Watts !2005" based on 2D computations.

Measurements at Gauge 1 represent near-field landslide tsu-
nami sources, on which dispersive effects have not yet acted. Fig.
15 shows dimensionless elevations measured at Gauges 2, 3, and

Fig. 13. Measured surface elevations at gauges: 1 !a"; and 2 !b" for
d$!a" 61; !b" 120; and !c" 189 mm, for run: 1 !!" and 2 !"". Average
of both runs !—–". Gauge 1 is located at x=xo and y=0 !Table 1", and
Gauge 2 at x=1,469 and y=350 mm. In !a", every 20 data points are
shown; in !b" every 50.

Fig. 14. Measured surface elevations !averages of Runs 1 and 2" at
Gauge 1, at x=xo=d / tan %+T / cos % and y=0 for experiments in
Table 1 with d$!a" 61; !b" 80; !c" 100; !d" 120; !e" 140; !f" 149; !g"
189 mm. Characteristic times are obtained from to#0.900+7.07d.

Fig. 15. Measured surface elevations !averages of Runs 1 and 2" at
Gauges: 2 !a"; 3 !b"; and 4 !c", for experiments in Table 1 with
d=61 !——-", 120 !- - - - -", and 189 !— - —". !Data at Gauge 3 for
d=120 is missing due to data-logger problem." Characteristic times
are obtained from to#0.900+7.07d. Gauge coordinates !r ,&"
!mm,deg.": 2 !1,510,13.4", 3 !1,929,0", 4 !1,992,14.5".
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Enet & Grilli: Model – data comparison.   
 

Solid: observed, dash: fully-dispersive, dash-dot: nondispersive 

tances off the centerline axis of the sliding mass. Model results are
presented as time series in comparison to measured data at each of
the three gages, with two representative tests chosen. Fig. 13
shows model/data comparisons for the case of an initial submer-
gence of the landslide center of d = 61 mm. The model is seen to
represent the amplitude and the phase structure of the generated
wave train well. As would be expected, wave heights are highest
at the gage lying along the axis of the landslide motion and drop
off with distance away from the centerline axis. Fig. 13 also dis-
plays the results of a hydrostatic model simulation, which are ob-
tained by neglecting the pressure correction steps indicated in Eqs.
(14) and (16). These results are markedly different from the non-
hydrostatic model results, indicating the great importance of dis-
persion in this test. The hydrostatic result basically consists of a
strong drawdown of the water column immediately behind the
sliding mass. This drawdown first grows in magnitude and then
decreases as the relative depth of submergence becomes larger.
In contrast, the nonhydrostatic model result consists of a packet
of dispersive waves which lag behind the relatively faster moving
slide as the slide accelerates. This behavior is further illustrated
in snapshots of the generated wave trains at times t = 1, 2 and
3 s shown in Figs. 14 and 15, with nonhydrostatic behavior shown
in the sequence of panels in Fig. 14 and hydrostatic behavior
shown in the sequence in Fig. 15. The absence of dispersion in
the generated waves in Fig. 15 is clear, emphasizing the impor-
tance of frequency dispersion in the present example. We note that
the results of Fuhrman and Madsen (2009), obtained using a high-
er-order Boussinesq model, showed comparable capabilities in
predicting wave phase structure as the nonhydrostatic model here,
but tended to overpredict crest and trough heights to some degree
in comparison to the results here; see their Fig. 14.

Fig. 16 illustrates similar results for the case of an initial depth
of submergence of d = 120 mm. Generated wave heights are lower
here than in the previous case due to the greater depth of submer-
gence, but the pattern of sea surface response is qualitatively sim-
ilar to the previous case. Hydrostatic results for this case have not
been computed as the problem is in relatively deeper water than
the previous case.

4.7. Longshore current on a plane beach

The implementations of turbulence closure and periodic bound-
ary condition enable us to simulate longshore current in the surf
zone. The laboratory measurements of breaking-generated long-
shore currents on plane beaches reported by Visser (1991) are em-
ployed to demonstrate the capability of the model. We particularly
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Fig. 13. Comparisons between nonhydrostatic numerical results (solid lines), hydrostatic numerical results (dash-dot lines) and experimental data (dashed lines) for free
surface elevation for landslide-generated waves at three wave gauges with initial depth of submergence d = 61 mm. Gauge coordinates (x,y): (a) (1469,350) mm; (b)
(1929,0) mm; (c) (1929,500) mm, where x is distance from shoreline and y is perpendicular distance from the axis of the shore-normal slide trajectory.

Fig. 14. Snapshots of landslide-generated waves simulated using nonhydrostatic
model at times (a) t = 1.0 s; (b) t = 2.0 s and (c) t = 3.0 s after release of the sliding
mass. The surface elevation is exaggerated 5 times.
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Future:  representation of deformable slides with 
various rheologies (Ma et al, forecoming) 
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Finite Element model of deforming forearc, oceanic crust and mantle, 
accounting for variations in material properties (Masterlark, JGR 2003). 

Source based on seismic and GPS data inversion. 
Simulation of Tōhoku tsunami 13

Fig. 5 Model domain and FEM Configuration. The domain is partitioned to include a characteristic distribu-
tion of elastic properties for the subduction zone according to Hughes et al (2010). This juxtaposition of weak
and strong materials along the dipping fault is fundamental to the subduction zone structure and strongly in-
fluences deformation predictions. The rupture is simulated with elastic dislocations along the dipping surface
separating the stiff subducting slab and weak overriding plate. This downdip interface between the two plates
is welded. The top of the domain is a stress-free surface and the lateral and basal boundaries are zero dis-
placement. The initial conditions are equilibrium. The coseismic slip is calibrated to onshore and offshore
geodetic data, using least-squares inverse methods and FEM-generated Green’s functions.
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Fig. 6 L-curve. Each black circle represents the solution length versus misfit associated with a given damping
coefficient. The knee of the L-curve is the preferred solution, which is a compromise between fitting the data
versus satisfying the smoothing constraints (Aster et al 2005).
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topo/globe.shtml, 1999). The third FEM, model C, relaxes
the Poisson-solid assumption. A Poisson’s ratio of 0.34, the
undrained value for the Poisson’s ratio of Westerly granite
[Wang, 2000], is specified for the homogeneous problem
domain. Model C is equivalent to FEMB given in the work
of Masterlark et al. [2001]. The fourth FEM, model D,
relaxes the isotropy assumption. A transversely isotropic
stiffness tensor, M, is specified for the entire problem
domain. In order to make a valid comparison between
predictions from models A and D, the stiffness tensor,
determined from laboratory experiments on Chugach phyl-
lite [Godfrey et al., 2000], is scaled such that the generalized
bulk modulus, K*, of the transversely isotropic stiffness
tensor [Cheng, 1997] is equivalent to the bulk modulus, K,
of the isotropic material specified in model A.

K ¼ K* ¼ Miijj

9
: ð5Þ

The tensor is rotated into the model coordinate system such
that the compliant (slow) axis is aligned with the horizontal
trench-normal direction [e.g., Currie et al., 2001; Smith and
Eckström, 1999]. The fifth FEM, model E, relaxes the
homogeneity assumption and is similar to FEMC given in
the work of Masterlark et al. [2001]. However, model E
includes an elastic upper continental crust having the
material properties specified for the entire problem domain
of model A. Model E represents regional-scale hetero-
geneity of a subduction zone. Trench-parallel and lateral
heterogeneities other than those of the subduction interface
are not considered.
[19] The sixth FEM, model F, includes none of the

HIPSHS assumptions. The top (free surface) of the conti-
nental crust is the same as that of model B. The oceanic
crust and continental crust have poroelastic parameters for
Hanford basalt and Westerly granite, respectively [Wang,
2000]. The lower continental crust is an elastic material
having the transversely isotropic stiffness tensor for Chu-
gach phyllite [Godfrey et al., 2000]. The compliant axis of
the tensor is aligned in the horizontal trench-normal direc-
tion. The upper mantle is an elastic material having fully

Figure 2. FEM configuration. The problem domain (lower
portion) is tessellated into 29,624 nodes and 24,750 three-
dimensional brick elements and approximates the geometry
of a subducting slab and the overriding continental litho-
sphere. A local region surrounding the slipping part of the
subduction interface is extracted in the upper part.

Table 3. (continued)

Rheology Elastic Constants

Lower continental crust elastic stiffness tensor, GPa [Godfrey et al., 2000]
116.99 30.73 24.89 0 0 0
30.73 116.99 24.89 0 0 0
24.89 24.89 95.90 0 0 0
0 0 0 31.93 0 0
0 0 0 0 43.13 0
0 0 0 0 0 43.13

Oceanic crust poroelastic Hanford basalt [Wang, 2000]
G = 21 Gpa
n = 0.30
nu = 0.31
B = 0.12

Mantle elastic stiffness tensor, GPa [Ismaı̈l and Mainprice, 1998]
192.07 69.92 72.35 0.21 $0.04 0.10
69.92 237.08 73.47 $0.31 0.25 0.61
72.5 73.47 208.75 $0.30 0.23 $0.28
0.21 $0.31 $0.03 72.55 0.01 0.38
$0.04 0.025 0.23 0.01 63.28 0.09
0.10 0.61 $0.28 0.38 0.09 68.5

aScaled such that K = K*, see equation (5).

ETG 7 - 6 MASTERLARK: FEM PREDICTIONS OF STATIC DEFORMATION

FEM model configuration (Masterlark, JGR 2003) 
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Farfield results (Kirby et al, 2013).  Observed (black), modeled 
(red) 
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Model (red) vs. measured (black) inundation:  
Sanriku coast 

Simulation of Tōhoku tsunami 27

Fig. 17 Zoom in Fig. 16 results north of 38 deg. N. Inundation measured (black dots) and computed (red)
with: (a) M9 UCSB source; and (b) M8.8 UA source.

is underpredicted for both sources. As indicated in the introduction, in view of the still in-
sufficient resolution of the coastal grid, this could be due to the complex topography in this

part of the Japanese coastline, the Sanriku/Ria coast, which could greatly enhance tsunami
runup. Even at a 250 m resolution, the tsunami in most locations only inundated a few grid-

points onshore in the model. By contrast, in the south, the coastline is made of plains and,
accordingly, runup and inundation values are well predicted by the model using either sure

(and almost identical).

In order to better predict runup in the north, one needs to represent the complex topog-

raphy of the coastline in the model, by using a much finer grid (perhaps down to 20-30 m
resolution). This would also require using a better resolved bathymetry than the 500 m data

set currently used and will be the object of future work. For this reason, we believe that, with
the current bathymetric data and 250 m coastal grid resolution, inundation results should be

more reliable than runup, as they are predicted at the shoreline, which warrants a further
analysis. This is done in Fig. 17, where computed inundations for both sources are directly

compared to observed inundation values, north of 38◦ N. In this region, results for the UA
source are in good agreement with observations, except between 39.7◦ and 40.2◦ N, where

these are significantly underpredicted in the model. This is an area where the UA source
may lack in tsunami generation, perhaps due to underpredicted seafloor deformations, but

this could also be due to other phenomena not included in the co-seismic sources (e.g., splay
faults, underwater landslides,...). By contrast, as before, the UCSB source significantly over-

predicts the observed inundation up to 39.7◦ N and, like the UA source, underpredicts the
inundation between 39.7◦ and 40.2◦ N, albeit by a smaller factor. The UCSB source thus

overpredicts seafloor deformation between 38.25◦ and 39.7◦ and underpredicts it between
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a) UCSB source                b) UA source 



Response at GPS and DART buoys: black (measured), red (UA - 
seismic + GPS), blue (UA + slump)  

modeling in the original studies. These finite‐fault models
are totally independent in terms of input data and have very
different degrees of spatial and temporal resolution; hrGPS
has better spatial and total seismic moment resolution
because it fits all seismic and geodetic motions at 43 regional
GPS stations for periods longer than 25 s, while P‐MOD2
provides good rupture timing information because it fits
teleseismic P waves with periods longer than about 5 s for
which the Green functions are very simple.
[6] The tsunami observations available for the 11 March

2011 Tohoku earthquake are the most extensive ever made
for a great earthquake. We consider tsunami observations at
6 NOWPHAS GPS buoys, 3 NOWPHAS wave gauges, and
3 NOAA DART stations surrounding the tsunami source as
shown in Figures 1a and 1b. These stations recorded the
near‐field tsunami characteristics, which reflect the subtle-
ties of the source parameters that enable a sensitivity analysis
of the two finite fault models. We compute water surface
elevations using the non‐linear dispersive wave model
NEOWAVE (Non‐hydrostatic Evolution of Ocean Wave)
[Yamazaki et al., 2009, 2011]. The staggered‐grid finite dif-
ference model includes a vertical momentum equation and a
non‐hydrostatic pressure term in the nonlinear shallow‐
water equations to describe tsunami generation from sea-
floor deformation and propagation of weakly dispersive
tsunami waves. The rupture models provide the finite‐fault
slip time histories to prescribe kinematic seafloor deforma-

tion with the planar fault model of Okada [1985] for the
input to NEOWAVE. Figures 1a and 1b show the level‐1
and 2 nested computational domains, which describe prop-
agation of the tsunami across the northwest Pacific at 2 arc‐
min (∼3000 m) resolution, while resolving the finite‐fault
models, large‐scale coastal features, and near‐field tsunami
waves at 24 arc‐sec (∼600 m). The bathymetry is derived
from the 1 arc min (∼1500 m) ETOPO1 data and the 20 arc
sec (∼475 m) data from the Japan Meteorological Agency
(JMA). The latter was derived from nautical charts of the
Japan Hydrographic Association and the 500‐m J‐EGG500
bathymetry data of the Japan Oceanographic Data Center.

3. Model Perturbations and Tsunami
Predictions

[7] Our procedure involved calculation of tsunami signals
at the available near‐field stations, comparison with the
records, perturbation of poorly‐constrained fault model
parameters, re‐inversion of the seismic and hrGPS observa-
tions, and iteration on forward modeling to gain under-
standing of what aspects of the two finite‐fault models
influence the regional tsunami characteristics. We explore
perturbations of fault strike, dip, and hypocentral depth, as
well as overall dimensions, and inversion smoothing about
the P‐MOD2 and hrGPS model parameters. Prior analysis
supports the seaward concentration of slip found in both
finite‐fault models, but the parameters listed above are not all
well constrained by the seismic and geodetic data [Lay et al.,
2011a]. For example, ’f can vary by 15–20°, d by about 5°,
and h by about 5 km without significantly degrading inver-
sions of the seismic and geodetic data. Smoothing is not
well‐constrained for finite‐fault inversions and absolute slip
values in the models are directly influenced by choice of
smoothing parameters. The signals for the Tohoku event are
dominated by energy from a spatially concentrated main slip
patch, with later rupture being less well resolved, so overall
fault dimensions are also not tightly constrained.
[8] The sensitivity analysis includes a total of 55 pertur-

bations on the two initial finite‐fault models. The preferred
perturbed versions of the two models, labeled as P‐MOD3
and hrGPS‐2, are shown in Figures 1c and 1e with their
respective seafloor static vertical motions in Figures 1d
and 1f. In both cases, ’f = 192° represents a 10° decrease
relative to the initial models. For P‐MOD3, d = 12° is 2°
steeper, the depth below seafloor is increased by 2.5 km, and
smoothing is reduced such that slip values average about 10%
more in relation to P‐MOD2. The fault length is reduced from
380 to 340 km. For hrGPS‐2, the cutoff period of the lowpass
filter applied to the data is shifted from 25 s to 15 s. These
minor perturbations, obtained by forward modeling searches
over the parameter space, improve fits to the near‐field tsu-
nami observations, with the corresponding inversions to the
P waves and hrGPS data literally unchanged. This reflects
the fact that the original models provide reasonable fits to the
near‐field tsunami signals and the efficacy of forward
modeling in fine tuning rupture models that are already
optimized with seismic and geodetic records.
[9] Formal uncertainties on the model parameters are

elusive given the many modeling approximations, trade‐
offs, and covariance of parameters, but within the class of
models considered, we estimate that average d to be within
the 2–3° range from 10° and average ’f is resolved to within

Figure 1. Model setting and data. (a) Level‐1 grid and
DART buoy locations. (b) Level‐2 grid and locations of
regional GPS and wave gauges. (c) Slip distribution of
P‐MOD3. (d) Vertical seafloor displacement for P‐MOD3.
(e) Slip distribution of hrGPS‐2. (f) Vertical seafloor dis-
placement for hrGPS‐2.
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A plausibly more complete answer? 

Bathymetry along trench boundary suggests history of mass-wasting events.   
Several prior events have been attributed to possible landslides.  
(Sanriku 1896; Kanamori and Kikuchi, 1993)  



Constraining the SMF location based 
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a) Inundation and b) runup along Japanese coast. 
Measured (black), UA (red), UA+slump (blue) 


