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Abstract We perform numerical simulations to assess how coastal tsunami hazard from

submarine mass failures (SMFs) is affected by slide kinematics and rheology. Two types of

two-layer SMF tsunami generation models are used, in which the bottom (slide) layer is

depth-integrated and represented by either a dense Newtonian fluid or a granular flow, in

which inter-granular stresses are governed by Coulomb friction (Savage and Hutter

model). In both cases, the upper (water) layer flow is simulated with the non-hydrostatic

3D r-layer model NHWAVE. Both models are validated by simulating laboratory

experiments for SMFs made of glass beads moving down a steep plane slope. In those, we

assess the convergence of results (i.e., SMF motion and surface wave generation) with

model parameters and their sensitivity to slide parameters (i.e., viscosity, bottom friction,

and initial submergence). The historical Currituck SMF is simulated with the viscous slide

model, to estimate relevant parameters for simulating tsunami generation from a possible

SMF sited near the Hudson River Canyon. Compared to a rigid slump, we find that

deforming SMFs of various rheology, despite having a slightly larger initial acceleration,

generate a smaller tsunami due to their spreading and thinning out during motion, which

gradually makes them less tsunamigenic; the latter behavior is controlled by slide rheol-

ogy. Coastal tsunami hazard is finally assessed by performing tsunami simulations with the

Boussinesq long wave model FUNWAVE-TVD, initialized by SMF tsunami sources, in

nested grids of increasing resolution. While initial tsunami elevations are very large (up to

25 m for the rigid slump), nearshore tsunami elevations are significantly reduced in all
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cases (to a maximum of 6.5 m). However, at most nearshore locations, surface elevations

obtained assuming a rigid slump are up to a factor of 2 larger than those obtained for

deforming slides. We conclude that modeling SMFs as rigid slumps provides a conser-

vative estimate of coastal tsunami hazard while using a more realistic rheology, in general,

reduces coastal tsunami impact.

Keywords Tsunami propagation � Landslides � Rheology � Coastal geohazard � Boussinesq
and non-hydrostatic wave models

1 Introduction

1.1 General context

As evidenced by the catastrophic 2004 Indian Ocean (IO; e.g., Grilli et al. 2007; Ioualalen

et al. 2007) and 2011 Tohoku (TO), Japan (Grilli et al. 2013; Tappin et al. 2014), events,

megatsunamis can devastate the world’s increasingly populated coastal areas, causing high

fatalities (over 200,000 for the IO tsunami and over 18,000 for the TO tsunami), destroying

fragile coastal infrastructures, and imposing enormous loss to the economy of the most

impacted countries (e.g., an over $300B loss due to the TO tsunami impact in Japan;

WRAPUP-2 2011). Commensurate with their catastrophic impact, the IO and TO

coseismic events were associated with the third and fifth largest earthquakes ever wit-

nessed in human history (Mw * 9.3, Grilli et al. 2007; and *9.1, Grilli et al. 2013,

respectively), which caused large seafloor deformation in close proximity to the Indonesian

and Japanese coastline, respectively (in the Andaman subduction zone (SZ) and Japan

Trench (JT), respectively). Hence, tsunami propagation times to these shores were short

(15–25 min), reducing warning times, and coastal impact was maximized as there was no

time or space for horizontal wave energy spreading to occur, leading to extreme run-ups of

over 40 m at some locations.

Despite the large earthquake magnitude, studies of the TO tsunami showed that another

mechanism/source was needed to explain the highest run-ups observed along the 80-km

Sanriku coast, north of the main rupture area (e.g., Fujii et al. 2011; Satake et al. 2013;

Wei et al. 2014, by performing waveform inversion; e.g., Grilli et al. 2013, by performing

direct simulations). While new seismically related mechanisms were proposed (e.g.,

Romano et al. 2012), Tappin et al. (2014) showed that observations could be explained by

additional waves generated by a very large (*500 km3) rigid slump, triggered with some

delay by the earthquake near the trench, in a 3000–4000 m depth, north of the main

rupture. This was consistent with the many large historical slumps found in the JT area, and

geological/geotechnical data and analyses.

Although less catastrophic to society, at least to modern society, than that associated

with the TO event, large tsunamis have been triggered by SMFs or subaerial slides in the

distant to recent past. While it is not our purpose to present their exhaustive list, we will

point out a few events deemed important, either due to their size, induced tsunami/run-up,

or simply the debate they caused in the literature, such as the 24–50 ky BP 134–165 km3

Currituck SMF (Locat et al. 2009; Geist et al. 2009; Grilli et al. 2015a), 8150 BP 3500

km3 Storegga subaerial slide (Harbitz 1992), 200 km3 1929 Grand Bank SMF (Pipe et al.

1999; Fine et al. 2005), 40 km3 1946 Unimak SMF (Watts and Grilli 2003; Fryer et al.
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2004; Von Huene et al. 2014), 0.03 km3 1958 Lituya Bay subaerial slide (Fritz et al. 2001;

Weiss et al. 2009), 0.027 km3 1975 Kitimat subaerial slide (Murty 1979; Kirby et al.

2016), and 0.0003 km3 1994 Skagway subaerial slide (Fine et al. 1998) (see also the

review of historical SMFs by Harbitz et al. (2013), for additional cases and a discussion).

An increasing body of work has been devoted to studying these historical cases, many

of which occurred as highly deforming debris flows, to elucidate and model the underlying

SMF mechanisms. However, studies of SMF tsunamis really intensified following the

seminal 1998 Papua New Guina (PNG) event (e.g., Tappin et al. 2001, 2008). Here, a

moderate Mw 7.1 earthquake, which should not have been significantly tsunamigenic, had

apparently triggered a very large tsunami that caused a 15-m inundation on the Sissano

spit, killing over 2200 people in the process. In view of this conflicting evidence, a large

number of field and numerical studies were conducted, which showed that the earthquake

had triggered a sizable (about 6 km3) underwater slump, with a 15-min delay, 1600 m deep

off of the Sissano Spit, whose waves were responsible for the large inundation and run-up

focused on the spit (Tappin et al. 2008). This event was perhaps the first well-documented

case supporting the large tsunamigenic and destructive potential of SMF tsunamis, leading

to a large number of follow-up studies and developments of theoretical/numerical models

(e.g., Grilli and Watts 1999, 2005; Watts et al. 2003, 2005; Grilli et al. 2002, 2010a; Lynett

and Liu 2002, 2005; Ataie-Ashtiani and Najafi-Jilani 2006, 2007; Ataie-Ashtiani and

Shobeyri 2008; Fernández-Nieto et al. 2008; Løvholt et al. 2008; Abadie et al. 2008, 2010;

Fuhrman and Madsen 2009; Weiss et al. 2009; Horrillo et al. 2013; Ma et al. 2013, 2015;

Yavari-Ramshe and Ataie-Ashtiani 2015; for details, see the very exhaustive review by

Yavari-Ramshe and Ataie-Ashtiani 2016) and laboratory experiments (e.g., Fritz et al.

2001, 2004; Enet et al. 2003; Enet and Grilli 2007; Grilli and Watts 2005; Liu et al. 2005;

Ataie-Ashtiani and Najafi-Jilani 2008; Ataie-Ashtiani and Nik-khah 2008; Najafi-Jilani and

Ataie-Ashtiani 2008; Heller and Hager 2010; Mohammed and Fritz 2012; Viroulet et al.

2014; McFall and Fritz 2016). PNG 1998 also led to the reanalysis of past events that also

had conflicting evidence and whose tsunami generation might have been associated with

SMF. For instance, Fryer et al. (2004) reanalyzed the 1946 Unimak event in view of new

field data and found evidence for a large SMF, but could not be fully conclusive regarding

tsunami generation. The more recent and detailed surveys by Von Huene et al. (2014)

confirmed the presence of a 40-km3 block that had slid a large vertical distance; as a result,

new modeling of this event is in progress.

Past volcanic eruptions have also been associated with the generation of large and

destructive tsunamis, from pyroclastic flows and/or caldera collapse, such as the 1883

Krakatau (e.g., Maeno and Imamura 2011) or more recently the 2002 Stromboli (Tinti

et al. 2005), eruptions. Additionally, fast-growing young volcanoes periodically suffer

large mass failures associated with partial to total flank collapse, which have large

tsunamigenic potential. This has been well documented for the Hawaii volcanoes by Moore

et al. (1989) and the Canary Islands volcanoes (in particular the Cumbre Vieja Volcano

(CVV) on La Palma) by McMurtry et al. (2007) (for instance, they estimated that the latest

large scale collapse of the CVV may have occurred 250 ka ago). In a recent study of the

Fogo volcano on Cape Verde island, Ramalho et al. (2015) showed that a catastrophic

flank collapse may have occurred 73 ka ago, as at least one fast voluminous event that

triggered tsunamis of enormous height and energy, causing over 270-m run-up on the

nearby Santiago island. In more recent history, in 1888, a 5-km3 flank collapse of Ritter

Island (Papua New Guinea) produced damaging tsunami waves at distances of up to 500

km; the resulting landslide removed most of the subaerial Ritter Island, reducing the

800-m-high edifice to a crescent-shaped remnant (Ward and Day 2003; Day et al. 2015). In
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1975, a M7.2 earthquake struck the Big Island of Hawaii in Kalapana, causing a tsunami

that created a 7- to 14-m run-up on the nearby shores. In a detailed study, Day et al. 2005

showed that a slump motion of a large part of the Kilauea volcano southeast flank (with a

7200 km3 volume) was likely responsible for a large part of the observed near-field

tsunami. Finally, in 1980, the eruption of Mount St Helens caused a 2.5-km3 rockslide-

debris avalanche (Glicken 1996).

As shown by Tappin et al. (2014), large SMFs can potentially be triggered by

megathrust earthquakes and contribute additional waves to tsunami generation; as they

concluded, this has important implications for assessing coastal hazard from future

megathrust events. However, as also seen above, there are many historical precedents for

significant tsunamis being generated by large SMFs, which may have only required a small

earthquake to be triggered. Hence, for some coastlines with moderate seismicity, such as

the United States (US) East Coast, it is believed that near-field SMF tsunamis may be one

of the dominant sources of coastal tsunami hazard (Grilli et al. 2015a, b and next section);

hence, improving their modeling, particularly with respect to SMF rheology and mecha-

nism, is important for proper tsunami hazard assessment. This paper aims at making a step

in this direction.

1.2 Specific context (USEC)

Besides scientific interest, the main motivation for this work is to better assess coastal

tsunami hazard from SMFs located off of the US East Coast (USEC), along the Atlantic

Ocean margin and shelf slope. In this context, since 2009, as part of the US National

Tsunami Hazard Mitigation Program (NTHMP; http://nthmp.tsunami.gov/index.html),

the US-based authors have been developing inundation maps for the USEC, through

numerical modeling. (NTHMP was created in 1995, in the wake of the devastating IO

tsunami.) To date, such maps have been based on envelopes of coastal inundation caused

by plausible maximum tsunamis (PMTs) in the considered oceanic basin. In the Atlantic

Ocean basin, PMTs were identified from a variety of geological processes (or sources),

including (ten Brink et al. 2008, 2014; Grilli et al. 2015b): (i) far-field coseismic sources,

such as a M9 earthquake in the Puerto Rico Trench (PRT) (e.g., Grilli et al. 2010b), or a

M8.9 earthquake in the Açores Convergence Zone (ACZ), similar to the 1755 Lisbon

earthquake (e.g., Barkan et al. 2009); (ii) a large volcanic collapse of the CVV in the

Canary Islands (e.g., Løvholt et al. 2008; Abadie et al. 2012; Tehranirad et al. 2015); and

(iii) near-field SMFs near the mainly siliciclastic continental shelf break (e.g., Grilli et al.

2009, 2015a, b; Chaytor et al. 2009; ten Brink et al. 2008, 2009a, b; Schnyder et al.

2016). Improving the modeling of these SMF sources and their potential impact on the

USEC are the main goal of this work, in particular estimating effects of slide rheology on

coastal tsunami hazard.

While few historical tsunamis caused by SMFs were clearly identified to have

impacted the USEC (e.g., the 1929 Grand Bank tsunami; Fine et al. 2005; Piper et al.

1999), ten Brink et al. (2008, 2009a, b, 2014), Chaytor et al. (2009), and Twichell et al.

2009 mapped numerous paleo-SMFs, whose total surface area covered a significant

portion of the USEC continental slope and rise, with many of these being of large volume

(tens to over 100 km3). In recent history, the USEC only experienced a moderate seis-

micity, up to M7.2, but this was sufficient to trigger a 200-km3 debris flow and a

damaging tsunami in the Grand Banks in 1929 (Fine et al. 2005). Studies of other

historical SMFs, such as the 1998 PNG, confirmed that this level of seismicity is suffi-

cient to trigger large SMFs and cause catastrophic tsunamis. Specific studies of the
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tsunamigenic potential of SMFs off of the USEC have shown that these may pose the

largest tsunami hazard among PMTs in the Atlantic basin (ten Brink et al.

2008, 2009a, b; Grilli et al. 2009, 2015a). In particular, to identify the location of future

tsunamigenic SMFs, Grilli et al. (2009) performed Monte Carlo simulations (MCS) of

SMFs triggered by seismicity along the USEC, in which stochastic slope stability

analyses were run for thousands of SMFs with randomly selected parameters, along many

cross-shore transects from Florida to Cape Cod, MA. North of Virginia, the MCS pre-

dicted a 500-year run-up of up to 5–6 m, which is commensurate with the largest impact

from other PMTs (Grilli et al. 2015b). South of Virginia, the MCS predicted a signifi-

cantly reduced run-up. In view of these results, Grilli et al. (2015a) performed additional

geophysical and geotechnical analyses and selected 4 areas where large tsunamigenic

SMFs could occur, due to high seismicity combined with large bottom slopes and a

sufficient accumulation of sediment (Fig. 1). One large SMF was then parameterized and

its tsunami generation modeled in each area, using the characteristics of the largest

historical failure in the region, the 134- to 165-km3 Currituck slide complex (Fig. 1);

these were referred to as SMF Currituck proxy sources.

Currituck is the largest paleo-SMF identified along the western Atlantic Ocean margin

and occurred between 24 and 50 ka ago, in a period when sea level was much lower. This

event has been extensively studied from the geological and slide triggering points of view

(e.g., Locat et al. 2009, and references herein). Tsunami generation from a reconstituted

Currituck SMF was first studied by Geist et al. (2009), using a simplified SMF tsunami

Fig. 1 Location of areas 1–4 identified by Grilli et al. (2015a), off of the upper USEC, as having high
potential for large tsunamigenic SMFs (from Shelby et al. 2016). The red box marks the boundary of the
500-m-resolution NHWAVE Cartesian grid CT used to simulate the Currituck SMF motion (see Table 1).
Depth is in meters, in the color scale and bathymetric contours
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generation model. Before simulating the SMF Currituck proxies in areas 1–4, Grilli et al.

(2015a) modeled tsunami generation and coastal impact for the historical Currituck slide.

Similar to the methodology used by Tappin et al. (2014) to simulate a dual coseismic-rigid

slump (SMF) source for the TO tsunami, they used the non-hydrostatic three-dimensional

(3D) (r layer) model NHWAVE (Ma et al. 2012) to simulate tsunami generation and, once

waves were generated and slump motion ended, they propagated the tsunami in a series of

nested grids of increasingly fine resolution toward the coast, using the two-dimensional

(2D) fully nonlinear and dispersive Boussinesq long wave model FUNWAVE-TVD (Shi

et al. 2012; Kirby et al. 2013). The SMF law of motion and geometry were specified as

bottom boundary conditions in NHWAVE (also see Grilli and Watts 1999, 2005; Watts

et al. 2005; Enet and Grilli 2007; Grilli et al. 2010a). In the bathymetry provided to

NHWAVE, they recreated the unfailed slope, by assuming the SMF had a quasi-Gaussian

profile with an elliptical footprint. To maximize tsunami generation, as suggested by Grilli

and Watts (2005), they modeled the SMF kinematics as a rigid slump, using Locat et al.’s

(2009) estimate of the SMF center of mass maximum velocity. Results showed that, with

the present sea level, the Currituck slide would have generated a large tsunami, causing

significant inundation (over 5 m) in the area of Norfolk, VA, and south of it, as well as

along the shores of the Delmarva peninsula, including Ocean City, MD. Following the

same methodology, Grilli et al. (2015a) then modeled tsunami generation from the SMF

Currituck proxies sited in areas 1–4 (Fig. 1), assuming they behaved as rigid slumps. The

computed coastal inundation and run-up were finally included in the corresponding

NTHMP inundation maps.

Earlier experimental and numerical work concluded that tsunami generation from SMFs

primarily depends on their initial acceleration (which depends on seafloor slope and SMF

shape/added mass) and volume, and to a lesser extent on their failure mechanism (e.g.,

slump or slide) and rheology (i.e., rigid or deforming) (e.g., Watts et al. 2003, 2005; Grilli

and Watts 2005; Ataie-Ashtiani and Najafi-Jilani 2008; Najafi-Jilani and Ataie-Ashtiani

2008; Tappin et al. 2008; Geist et al. 2009; Grilli et al. 2009; Yavari-Ramshe and Ataie-

Ashtiani 2016). Watts and Grilli (2003) and Grilli and Watts (2005), for instance, showed

that a SMF with moderate (arbitrary) deformation generated a slightly smaller tsunami,

with a reduced coastal hazard. Running 2D simulations of deforming slides with a Bing-

ham fluid model (BING; Imran et al. 2001), Watts and Grilli (2003) concluded that the

slide center of mass kinematics was not affected by slide deformation. Ataie-Ashtiani and

Najafi-Jilani (2008) and Najafi-Jilani and Ataie-Ashtiani (2008) experimentally showed

that granular slides had a maximum amplitude up to 15% smaller than that of the

equivalent rigid slide, and a period 10% longer. Other factors that increase coastal tsunami

hazard from SMFs, whether rigid or deforming, are: (i) an initially shallow submergence,

enhancing tsunami generation (in fact the initial surface depression and energy transfer

from slide to water motion; Ataie-Ashtiani and Najafi-Jilani 2008); (ii) a location at a short

distance from shore, reducing energy spreading (and warning times); and (iii) a more

directional and focused wave generation, causing larger inundation along a narrow section

of the coast. As the continental shelf is wide along the upper USEC, where large SMFs are

more likely to occur (areas 1–4; Fig. 1), items (i) and (ii) are less likely to be important for

SMF tsunami hazard; this would be different along the US West Coast, which is bordered

by a narrow shelf.

In this study, in view of recent progress made, we revisit the modeling of SMF tsunami

generation and coastal impact on the USEC, in the context of the SMF Currituck proxy

approach, to estimate the effect of slide rheology on tsunami hazard. As indicated above,

earlier work concluded that a moderate SMF deformation should generally result in a
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slightly reduced tsunami generation and coastal hazard. However, in some situations, local

bathymetry, 3D effects, seafloor properties, and SMF geometry could significantly affect

slide kinematics and tsunami generation, in a manner that should be quantified through

proper modeling. Additionally, assuming that all SMFs behave as rigid slumps is both

unrealistic and can be too conservative in many cases. Hence, for the purpose of devel-

oping both realistic and accurate inundation maps for NTHMP, or other similar tsunami

hazard assessment program, it is important to apply the latest and most appropriate SMF

models. Accordingly, in this paper, we first summarize the equations and methods for two

recent deforming SMF models developed by some of the authors. Both models have a two-

layer domain, with the upper water layer being modeled with NHWAVE and the SMF

being a depth-integrated bottom layer assumed to be: either (i) a dense Newtonian fluid

(Kirby et al. 2016), or (ii) a saturated granular medium in which inter-granular stresses are

governed by Coulomb friction (Savage and Hutter model; Ma et al. 2015). Both models are

then validated and benchmarked against recent laboratory experiments performed for

SMFs, made of small glass beads, moving down a plane slope. The dense fluid model (note

the granular model is not yet applicable to an arbitrary bathymetry) is then applied to

simulate tsunami generation from the historical Currituck slide and the SMF Currituck

proxy in area 1; results for slide motion and tsunami generation are compared with those of

the same SMFs modeled as rigid slumps. We then draw some conclusions regarding

tsunami hazard assessment.

2 Numerical models and modeling methodology

2.1 Overview

A variety of numerical models have been proposed to simulate tsunami generation by

SMFs or subaerial slides, particularly since the 1998 PNG event, which was caused by a

deep SMF moving as a rigid slump (e.g., Tappin et al. 2001, 2008); an overview of these

models was given in introduction. While we do not intend to make an exhaustive review of

SMF tsunami models, in the following, we give a brief list of such models that have been

used to simulate tsunami generation: (1) by rigid SMFs or subaerial slides, by specifying

their geometry and motion as a bottom boundary conditions, with the fluid motion being

modeled based on: (i) potential flow theory (e.g., Grilli and Watts 1999, 2005; Watts et al.

2005; Grilli et al. 2002), (ii) dispersive long wave equations (e.g., Lynett and Liu

2002, 2005; Tinti et al. 2005; Ataie-Ashtiani and Najafi-Jilani 2007, 2008; Fuhrman and

Madsen 2009), or (iii) Navier–Stokes/Euler equations (e.g., Assier-Rzadkiewicz et al.

1997; Liu et al. 2005; Ataie-Ashtiani and Shobeyri 2008; Abadie et al. 2008, 2010; Ma

et al. 2012; Horrillo et al. 2013; Viroulet et al. 2013; Grilli et al. 2015a); and (2) by

deforming SMFs or subaerial slides, based on: (i) coupled depth-integrated (non-disper-

sive) equations for both the slide and coupled fluid motion, assumed to be a dense New-

tonian or Bingham fluid (e.g., Jiang and LeBlond 1992; Jiang and Leblond 1993; Heinrich

1992; Fine et al. 1998, 2005) or a granular flow (Savage–Hutter type; e.g., Iverson and

Denlinger 2001; Fernández-Nieto et al. 2008), (ii) Navier–Stokes equations for both slide

and fluid (e.g., Harbitz 1992; Harbitz et al. 1993; Assier-Rzadkiewicz et al. 1997; Ataie-

Ashtiani and Shobeyri 2008; Løvholt et al. 2008; Abadie et al. 2008, 2010, 2012; Weiss

et al. 2009; Horrillo et al. 2013; Ma et al. 2013), and (iii) on a depth-integrated dense fluid

or granular flow layer (Savage–Hutter type) for the SMF coupled to 3D Navier–Stokes/
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Euler equations for the fluid flow (Ma et al. 2015; Kirby et al. 2016). For details, see the

exhaustive review by Yavari-Ramshe and Ataie-Ashtiani (2016).

It should be pointed out that, in some of these models, the fluid flow, i.e., the generated

SMF tsunami, is simulated with non-dispersive equations (i.e., with a model neglecting

vertical accelerations or non-hydrostatic pressures). The inclusion of frequency dispersion

in tsunami models has been shown by many authors to be necessary for an accurate

modeling of SMF tsunami generation and propagation. Essentially, this is due to the

typically smaller wavelength to depth ratio of SMF tsunami waves as compared to

coseismic tsunami waves (see, e.g., Grilli and Watts 1999, 2005; Watts and Grilli 2003;

Tappin et al. 2008; Ma et al. 2012; Horrillo et al. 2013; Glimsdal et al. 2013). Failing to

include dispersive/non-hydrostatic effects in the model used to simulate SMF tsunami

generation has been shown to cause large errors on the shape and kinematics of initial

waves (e.g., Tappin et al. 2008; Ma et al. 2012). Likewise, failing to include dispersion in

the model used to propagate the highly dispersive wave trains that are typically generated,

has been shown to cause additional errors in wave height and steepness (and hence coastal

impact), due to the inaccurate simulation of constructive/destructive wave–wave interac-

tions during propagation. Without the inclusion of dispersion, the simulated landslide

tsunami waves will thus be limited to one or two leading waves and lack the long oscil-

latory tail observed experimentally (see the many experimental works listed before), in the

field (e.g., Tappin et al. 2014), or numerically (e.g., Watts et al. 2003; Tappin et al. 2008;

Løvholt et al. 2008; Abadie et al. 2012; Tehranirad et al. 2015; Grilli et al. 2015a).

Hence, in this work, tsunami generation by SMFs is modeled with the 3D non-hydro-

static (i.e., dispersive) model NHWAVE (Ma et al. 2012), which uses a horizontal

Cartesian grid and a boundary fitted r-coordinate grid in the vertical direction. Once the

tsunami is fully generated and has evolved into a long wave train, wave propagation and

coastal impact are simulated with the 2D fully nonlinear and dispersive long wave

Boussinesq model FUNWAVE-TVD (Shi et al. 2012; Kirby et al. 2013), in a series of

nested grids of increasingly fine resolution toward shore (see, e.g., Grilli et al.

2013, 2015a, b; Tappin et al. 2014; Tehranirad et al. 2015, for more details on this

approach). Using different models for SMF tsunami generation and propagation is typical

in operational landslide tsunami hazard assessment, in part due to the variety of temporal

and spatial scales involved (e.g., Watts et al. 2003; Day et al. 2005; Tappin et al.

2008, 2014; Løvholt et al. 2008; Abadie et al. 2012; Horrillo et al. 2013), and leads to

more accurate and efficient simulations than using a 3D model, such as NHWAVE, with a

regular grid throughout.

For rigid SMFs, tsunami generation is simulated in NHWAVE following the method-

ology detailed in Grilli et al. (2015a), in which the SMF law of motion (slump or slide) and

geometry are specified as bottom boundary conditions (see also Grilli and Watts 2005;

Watts et al. 2005; Enet and Grilli 2007). For deforming SMFs, tsunami generation is

simulated using NHWAVE’s most recent two-layer model, in which the SMF is repre-

sented as a bottom layer, made of either a dense fluid (Kirby et al. 2016) or a saturated

granular medium of the Savage–Hutter type, in which inter-granular stresses are governed

by Coulomb friction (Ma et al. 2015), whose motion is coupled with that of the water in the

upper layer along the deforming SMF–water interface. While the upper layer is fully 3D, as

in the standard NHWAVE model, in both cases, the SMF equations of mass and

momentum conservation are depth-integrated in the bottom layer, similar to those obtained

in a long wave generation model, and include volumetric and bottom friction dissipation

terms. When simulating laboratory experiments, the actual initial shape of the SMF is

modeled, whereas in field case studies, the rigid or deforming SMF geometry is modeled as
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an initial sediment mound of quasi-Gaussian cross sections, with an elliptical footprint over

the slope (see Enet and Grilli 2007; Grilli et al. 2015a for details).

While deforming SMFs can fail with a large variety of failure modes and rheology (e.g.,

Hungr et al. 2001), both models used here, as well as those listed above, approximate the

geological complexity of SMF failure by an idealized depth-integrated flow model, such as

a dense Newtonian or Bingham fluid model or a granular flow model (Savage and Hutter

model; e.g., Iverson and Denlinger 2001). The main justification for this is that, as dis-

cussed in introduction, both experimental and numerical sensitivity studies have shown

that tsunami generation is, to the first-order, governed by the SMF initial acceleration,

volume, and depth, with additional smaller, second-order, effects of SMF deformation and

rheology. Deformation causes an increase in the SMF initial acceleration, which increases

tsunami generation, and a decrease in thickness over time, which decreases tsunami

generation, both acting at the same time. With these competing effects, while SMF shape

may be strongly affected by deformation, in general, tsunami amplitude will be much less

affected (as shown, e.g., in Ataie-Ashtiani and Najafi-Jilani’s 2008; Najafi-Jilani and Ataie-

Ashtiani’s 2008, experiments). Some early two-layer tsunami generation long wave models

(e.g., Jiang and LeBlond 1992; Jiang and Leblond 1993) emphasized slide deformation and

used a complex slide rheology (such as Bingham), implying that deformation itself is

fundamentally tsunamigenic. However, in such models, deformation may appear to have

significant effects because the shallow water approximation causes the free surface to

closely follow the motion of the slide–water interface during tsunami generation. Watts

and Grilli (2003), based on simulations with BING, concluded that it may not be necessary

for proper tsunami generation to use a complex deforming slide rheology (such as Bing-

ham’s), but instead a more sophisticated wave generation model is needed, particularly one

that includes frequency dispersion; neglecting the latter effects in tsunami generation in

fact in general causes much larger errors than those associated with a simplified rheology,

particularly late in the slide motion. The present work is consistent with these conclusions,

in which the upper water layer is modeled by 3D Euler equations (with NHWAVE) and the

bottom slide layer is modeled with a depth-integrated, dense Newtonian fluid or granular

flow, layer.

In the next section, we first validate the two deforming SMF models against laboratory

experiments for tsunami generation by SMFs made of glass beads moving down a plane

slope. Field case studies are considered next. However, only the model with a dense fluid

layer will be used for those, because the granular model cannot yet simulate an arbitrary

bathymetry with depth h(x, y) (the extension to an arbitrary bathymetry is in progress).

Below, we recall the governing equation only for the dense fluid slide layer, and the reader

is invited to consult the references for additional details and information, particularly

regarding numerical implementation and methods.

2.2 Two-layer NHWAVE models

Two types of two-layer models are used in this work (Fig. 2), in which the upper water

layer is modeled with the 3D non-hydrostatic model NHWAVE (Ma et al. 2012) and,

following Jiang and LeBlond (1992), Jiang and Leblond (1993), and Fine et al. (2008), the

motion of the bottom slide layer is based on depth-integrated equations (for both mass and

momentum conservation) and modeled either as a dense Newtonian fluid (Kirby et al.

2016) or a granular flow (Savage and Hutter model) (Ma et al. 2015). When considering

the many types of deforming SMFs that can occur (e.g., Hungr et al. 2001), the first type of

model should be better suited to simulate mudflows, while the second type of model should
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better apply to granular and debris flows. However, as discussed above, the accurate

modeling of tsunami generation and coastal hazard are the main goal of this work. In this

respect, the center of mass motion of deforming slides is quite close to that of rigid slides,

particularly for small times, and tsunami generation depends more on slide initial accel-

eration, volume, and submergence, and on the proper inclusion of dispersive effects in the

wave model, than on details of slide deformation. Hence, while using a more complex flow

model, such as Bingham in the dense fluid case may improve the modeling of slide shape

(in particular its bulbous front), this should not significantly affect tsunami generation.

Likewise, while the second type of two-layer models should be more relevant for simu-

lating the laboratory experiments performed for glass beads (see next section), both types

of two-layer models will be benchmarked using these experiments, focusing on wave

generation, which is more central to this study.

For the model with a dense fluid layer (Kirby et al. 2016), the governing equations of

the bottom layer read,

oD

ot
þrh � F ¼ er2

hD;
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þ 6
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� �
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F j F j
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where F = (DU, DV) with D = h - v (where h is the fixed bathymetry without the slide,

i.e., the substrate), v denotes the distance from the still water level (swl) to the slide

interface (Fig. 2), U = (U, V) is the depth-averaged horizontal velocity vector (directions x

and y), rh ¼ ðo=ox; o=oyÞ is the horizontal gradient operator, qw and qs are the water and
slide bulk density, respectively, l is the slide (dense fluid) dynamic viscosity, g is gravi-

tational acceleration, and n is the Manning coefficient for the slide–substrate bottom

friction. The right-hand side of the first Eq. (1) is introduced for numerical regularization

purpose, with e being chosen such that conservation of slide volume is ensured (see Kirby

et al. 2016). Terms in the right-hand side of the second Eq. (1) represent the pressure

gradient due to both the slide–water interface and free surface slopes, (viscous) dissipation

Fig. 2 Sketch of a vertical cross
section in Kirby et al.’s (2016)
deforming slide model, with
definition of key geometric
parameters
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within the slide, and bottom friction dissipation at the slide–substrate interface, respec-

tively. Note that Eq. (1) is expressed in the Cartesian horizontal axes (x, y) and assumes

that the slide layer is thin compared to the scale of along slope variation, similar to a

typical long wave equation model for which horizontal scales are assumed to be larger than

vertical scales; hence, this also leads to assuming a mild slope and neglecting vertical

accelerations as compared to gravity. For steeper slopes, however, such as in the laboratory

experiments presented hereafter, the vertical acceleration term may no longer be

negligible.

While the actual physics of basal friction associated with landslides is much more

complex than described by a standard bottom friction force, with a constant Manning’s

roughness coefficient (e.g., Viesca and Rice 2010, 2012; Yavari-Ramshe and Ataie-Ash-

tiani 2015), and may include the possibility of hydroplaning (e.g., Blasio et al. 2004), we

shall see that a model based on the simple depth-integrated Eq. (1) can accurately simulate

tsunami generation by deforming SMFs and be parameterized (by the proper calibration of

l and n) to reproduce the salient features of the SMF (e.g., kinematics, runout, thickness),

although details (such as a bulbous front) will be missing.

In field case studies, as indicated before, once the SMF has stopped moving or is too

deep to be tsunamigenic (for time t[ tf) (whether rigid or deforming), computations are

continued in FUNWAVE-TVD, which has both Cartesian coordinates, fully nonlinear (Shi

et al. 2012), and spherical coordinates, weakly nonlinear (Kirby et al. 2013), implemen-

tations. To do so, surface elevation g(x,y) and horizontal velocity U(x,y) computed in

NHWAVE are interpolated on FUNWAVE-TVD’s first level grid (for the velocity this is

done at the required depth 0.531h to achieve extended dispersion properties; Shi et al.

2012), as an initial condition, and simulations are restarted and pursued by one-way

coupling, in a series of nested grid of increasingly fine resolution and commensurately

accurate bathymetric and topographic data toward the coast (e.g., Grilli et al.

2013, 2015a, b; Tehranirad et al. 2015). The one-way coupling method works as follows:

Time series of surface elevation and depth-averaged velocity are computed at a large

number of stations/numerical wave gages, defined in a coarser grid, along the boundary of

the finer grid used in the next level of nesting. Computations are fully performed in each

coarser grid and then are restarted in the next level of finer grid, using the station time

series as boundary conditions. As these include both incident and reflected waves com-

puted in the coarser grid, the coupling method closely approximates open boundary con-

ditions. It was found in earlier work that a nesting ratio with a factor 3–4 reduction in mesh

size achieved good accuracy in tsunami simulations. Note that to prevent reflection in the

first grid level, sponge layers are used along all the offshore boundaries (see details in Shi

et al. 2012). For each grid level, whenever possible, bathymetry and topography are

interpolated from data of accuracy commensurate with the grid resolution. Along the

USEC, in deeper water, we use NOAA’s 1-arc-min resolution ETOPO-1 data; in shallower

water and on the continental shelf, we use NOAA’s NGDC 3’’ and 1’’ Coastal Relief

Model data. Typically, the weakly nonlinear spherical implementation is used over larger

deeper-water grids, whereas the Cartesian fully nonlinear model is used over smaller, high-

resolution, nearshore nested grids.

The rationale for the two model approach is that: (i) FUNWAVE cannot currently

simulate waves generated by a moving bottom; (ii) NHWAVE can simulate a moving

bottom for a rigid SMF and has been extended to include a deforming slide layer (Ma et al.

2015; Kirby et al. 2016); (iii) Being 3D, NHWAVE can more accurately simulate SMF

tsunami generation in deeper water (i.e., for more dispersive waves), during which

velocities can be much more non-uniform over depth than during subsequent tsunami
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propagation (see, e.g., Grilli et al. 2002); (iv) In its fully nonlinear implementation,

FUNWAVE-TVD is more accurate than NHWAVE for simulating coastal wave trans-

formations and impact, in particular, regarding the moving shoreline algorithm;

(v) Although both models are heavily and efficiently parallelized, FUNWAVE-TVD is

more computationally efficient as it is only 2D, and hence uses grids at least 3 times

smaller than the minimum NHWAVE grid with 3 r-layers that provides a similar

approximation of horizontal velocities in the vertical direction; and finally, (vi) FUN-

WAVE-TVD also has a spherical implementation, which allows a more accurate simu-

lation of far-field tsunami propagation. Note, in the present applications, because all

simulations will be performed in regional or nearshore grids with small latitudinal and

longitudinal ranges, spherical coordinates will not be necessary, although combinations of

spherical and Cartesian nested grids have been used in earlier work with FUNWAVE-TVD

(see, e.g., Grilli et al. 2013, 2015a, b; Kirby et al. 2013).

3 Experimental validation of deforming slide models

3.1 Description of laboratory experiments and results

Laboratory experiments of tsunami generation by underwater slides made of glass

beads were performed at the Ecole Centrale de Marseille (IRPHE), France, in a precision

tank of (useful) length l = 6.27 m and width w = 0.25 m (Fig. 3). In each experiment, a

Mass Wb of beads of density qb ¼ 2500 kg/m3 was submerged in fresh water of density

qw ¼ 1000 kg/m3, in a reservoir of triangular shape located on a h = 35� slope, fronted by

a sluice gate. Experiments were started by withdrawing the gate into a bottom cavity within

the slope (using a highly repeatable motion controlled by springs, visible in Fig. 3d), which

takes about 0.125 s. Fifty-eight experiments were performed with each experiment being

repeated twice (i.e., there were 29 individual sets of parameters). Independent parameters

set in experiments were the tank water depth, set to h = 0.320–0.370 m, the glass bead

diameter, set to either db ¼ 4 or 10 mm and their total dry weight, set to Wb ¼ 1:5–2.5 kg.

In 20 experiments, a thin layer of glass beads was glued on the slope while glass beads

were free to slide in other experiments. Each experiment was recorded using a high-speed

video camera (at 1000 frames per s) set on the side of the tank, showing both the

underwater motion of the beads and the resulting free surface deformation (Fig. 4). In each

experiment, time series of free surface elevations were measured at 4 capacitance or

resistive wave gages WG1–WG4 (Fig. 3a), giðtÞ (i ¼ 1; 2; 3; 4).
Figure 4 shows snapshots extracted from the video taken during one of the landslide

tsunami experiments, with parameters: h ¼ 0:330 m, db ¼ 4 mm, Wb ¼ 2 kg, and no

glued beads on the slope. In Fig. 4a, glass beads are initially stored in a triangular

reservoir with the sluice gate up; the start time of the experiment, t = 0, corresponds to

the withdrawing of the gate into the bottom cavity, slightly before (Fig. 4b). Once free to

move, the glass beads slide down the slope and their motion creates an initial depression

cFig. 3 Setup for laboratory experiments of tsunami generation by underwater slides made of glass beads
performed in the Ecole Centrale de Marseille (IRPHE) precision tank of (useful) length l = 6.27 m, width
w = 0.25 m, and water depth h = 0.330 m. Upon release, beads are moving down a h = 35 degree slope.
a Longitudinal cross section with marked location of sluice gate and 4 wave gages (WG1, WG2, WG3,
WG4). b, c Zoom-in on side and cross-sectional views of slope and sluice gate (dimensions marked in mm).
d Picture of experimental setup around slope and sluice gate
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of the water surface (Fig. 4b), which then rebounds, creating two sets of waves moving

down and up the tank (Fig. 4c). The ‘‘onshore’’ moving waves cause run-up on the slope,

while the ‘‘offshore’’ moving waves reflect on the far end of the tank and propagate back

toward the generation area (Fig. 4d–f). This behavior is also clearly seen in time series

measured at wave gages WG1–WG4 (Fig. 5). Measurements showed that this and other

experiments are highly repeatable, with almost unnoticeable differences between wave

gage measurements for two replicates of the same experiment. More details of the

experimental setup and methods and of results of the 58 experiments will be reported

elsewhere.

Fig. 4 Snapshots of laboratory experiments of tsunami generation by underwater slides made of glass beads
(Fig. 3), for h ¼ 0:330 m, db ¼ 4 mm, Wb ¼ 2 kg, and no glued beads on the slope, at times t = a -0.125,
b 0.02, c 0.17, d 0.32, e 0.47, and f 0.62 s. Glass beads are initially stored within a triangular reservoir, with
the sluice gate up; once the gate has withdrawn into its cavity (t = 0), the deforming slide moves down the
35�. slope causing free surface deformation
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3.2 Numerical modeling of laboratory experiments

We benchmark the two two-layer models detailed above, with either a dense Newtonian

fluid sublayer (Kirby et al. 2016) or a saturated granular medium sublayer (Ma et al. 2015),

by simulating a single representative glass bead experiment corresponding to the case and

parameters of Fig. 4: h ¼ 0:330 m, db ¼ 4 mm, Wb ¼ 2 kg, and no glued beads on the

slope. In this simulation, the entire tank geometry is modeled in NHWAVE, starting from

the situation shown just before the stage of Fig. 4b when the gate has just withdrawn (t =

0). Numerical wave gages are located in the model at the same locations as shown in

Fig. 3a and simulated time series are compared with experiments.

To apply the granular flow model, we simply define a granular material made of

spherical grains of density and diameter identical to the glass beads used in experiments.

To apply the dense fluid model, however, we first need to estimate the fluid density qs
equivalent to the initial mixture of glass beads and water. Also, because only the diameter

db and total dry weight of glass beads Wb were measured in experiments, for both models,

we need to compute the location of the resting interface between slide and water (Fig. 4a),

i.e., the initial slide submergence hs, whose value significantly affects tsunami generation

(Grilli and Watts 2005). Finally, for both models, we need to specify realistic values of the

Manning bottom friction coefficient n and the parameter controlling the volumetric energy

dissipation. For the dense fluid, the latter is the dynamic viscosity ls and for the granular

medium it is the internal Coulomb friction angle uint and dynamic bed friction angle ubed,

plus a calibration parameter k controlling the pore pressure and friction near the bed. (For

instance, to simulate Heller and Hager’s 2000 2D granular slide experiments, Ma et al.

2015 used uint ¼ 34� and ubed ¼ 24�).
While the maximum regular packing of spheres is /m ¼ p=ð3

ffiffiffi
2

p
Þ ¼ 74:0% of the

volume occupied by the spheres, studies of randomly packed spheres yield packing values

Fig. 5 Comparison of observed (blue) time series of surface elevation at wave gages WG1 to WG4
(Fig. 3a), from top to bottom, to those computed (red) using NHWAVE, with a dense Newtonian fluid layer
underneath with: qs = 1951 kg/m3, ls = 0.01 kg/(m s) and n = 0.04. The model (base) grid uses Dx = Dy =
0.01 m horizontally and 9 r-layers in the vertical direction. Note, the origin of the time axis corresponds to
the arrival of the first elevation wave at gage WG1.
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typically near (and bounded by) / ¼ 63:4% (Song et al. 2008). Here, we will use this

value, meaning that for a saturated medium, 1� / ¼ 36:6% of voids are filled with water.

Hence, the equivalent fluid density for modeling the slide as a dense fluid is: qs ¼
ð1� /Þqw þ /qb ¼ 1951 kg/m3. Slide volume is then found as, Vs ¼ Ws=ð/qbÞ ¼
1:262� 10�3 m3, and the initial front thickness of the slide is derived from the triangular

geometry of the glass bead reservoir (Figs. 3, 4a) as, T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 tan hVs=w

p
¼ 0:084 m. Based

on the dimensions shown in Fig. 3b, we finally find the initial slide submergence for the

considered experiment as, hs ¼ h� T � 0:291 tan h ¼ 0:0422 m.

For the dense fluid model, assuming the suspension of water with a high concentration

of glass beads behaves as a Newtonian fluid, theoretical expressions have been proposed

for gr ¼ ls=l (with l the suspending fluid viscosity),

gr ¼ 1þ 1:25/

1� /
/m

� �
0
@

1
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2

;
9

8

/
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by Eilers (1941), Frankel and Acrivos (1967), and Quemada (1977), respectively. (For

details regarding theoretical developments and experimental validations of these expres-

sions, see Mendoza and Santamara-Holek 2009; Mueller et al. 2010). Hence, for the above

values of / and /m, Eqs. (2) yields gr ¼ 42:7, 21.3, and 48.9, respectively. Assuming the

dynamic viscosity of fresh water is l ¼ 0:001 kg/(m s), these equations predict ls 2
[0.0213–0.0489] kg/(m s). Just after the initiation of motion (e.g., Fig. 4b), the slide still

has nearly the maximum random packing density / and, hence, using a viscosity in this

range is a reasonable assumption. However, as the slide deforms and moves down the slope

(Fig. 4c–d), the glass bead volume fraction decreases, which based on Eq. (2) causes the

equivalent slide density and viscosity to decrease. To account for this, in the dense fluid

model, we used a lower value of viscosity, ls ¼ 0:01 kg/(m s). Additionally, using a lower

value of viscosity can help compensate for the nearly free slip of glass beads along the

slope and the low bottom friction that results, when a layer of glass beads is not glued to

the slope. A lower viscosity can also enhance the slide initial acceleration, which as

indicated above, may be underestimated in the model Eq. (1). For this value of viscosity, a

Manning coefficient n ¼ 0:04 was calibrated so that the modeled slide reached the bottom

of the slope at the time measured in experiments (Fig. 4).

For the granular flow model, friction parameters were first selected similar to those used

by Heller and Hager’s (2000), who modeled 2D experiments of granular slides, i.e.,

uint ¼ 34� and ubed ¼ 24�, together with k ¼ 0:5 (note that a larger value of k 2 ½0; 1� will
result in a reduced bed Coulomb friction). The ‘‘water on slide’’ or substrate friction

coefficient was set to Cf ¼ 0, as it was observed that its value did not significantly affect

results. Then, to improve the agreement of the first generated wave with laboratory

measurements, the internal friction was slightly adjusted to uint ¼ 41�.
The selected glass bead experiment was modeled with both NHWAVE two-layer

models, using the initial slide geometry computed above ðT ; hsÞ and, for the dense fluid

layer, the selected parameters, qs, ls , and n, and for the granular flow model, the selected

parameters, qb, uint, ubed, k, and Cf . A sensitivity analysis to grid resolution, detailed later,

showed that results were well converged when using a horizontal grid resolution Dx ¼
Dy ¼ 0:01 m with 9 r-layers in the vertical direction; this is referred to as the base grid.

Dense fluid model results. Figure 5 shows a comparison of time series of surface ele-

vations computed in the base grid to those observed at the four wave gages WG1–WG4
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(Fig. 3a). Overall, there is a good agreement of model results with the measurements, and

more so for the incident wave train than for reflected waves, later in the time series, where

discrepancies slightly increase, perhaps due to effects of far-end wall roughness in

experiments, not represented in the model. More specifically, at gage WG1, the model

reproduces well the 2 leading waves (i.e., first two crests and first trough), both incident

and reflected, but shows increasing discrepancies for the smaller trailing waves; for the two

leading incident waves, the root mean square (RMS) difference of the modeled gmðtÞ and
experimental geðtÞ surface elevations, scaled by the maximum wave height Hmax (trough to

crest) measured at each gage in experiments (here: 15.1, 11.7, 9.1, 10.4 mm, respectively):

�RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgm � geÞ2

q
=Hmax ¼ 7:2% (where the overbar denotes the mean). At gages WG2-

WG4, due to dispersion, the two leading waves evolve into an increasing number of larger

waves, which are all well simulated in the model (incident or reflected). We note that both

the elevation and phase of waves are well simulated, indicating that dissipation in the slide

and frequency dispersion effects during propagation are adequately modeled. The RMS

error for the first three and four waves observed at gages WG2 and WG3, respectively, and,

for the entire time series at gage WG4, is �RMS = 7.0, 6.6, and 8.4%, respectively.

Simulations of this experiment were repeated to study the sensitivity of model results to

grid resolution. Thus, Fig. 6 shows results obtained using Dx = Dy = 0.01 m m in the

horizontal grid, with the number of r-layers being 3, 6, or 9. The simulation with 3 r-layers
yields slightly lower values of crest and trough elevations, whereas results are nearly

identical when using 6 or 9 r-layers; 9 r-layers will be used from now on. Figure 7 shows

results using 9 r-layers, with the horizontal grid resolution set to Dx = Dy = 0.005, 0.01, or

0.02 m. A significant difference is observed when reducing the horizontal grid resolution

from 0.02 to 0.01 m, and a much smaller difference is observed when further reducing the

grid step to 0.005 m. Hence, results are deemed to have nearly converged for Dx = Dy =

0.01 m and, for more efficiency, this resolution will be used from now on.

Fig. 6 Case of Fig. 5. Sensitivity of surface elevations computed at wave gages for Dx = Dy = 0.01 m
horizontally, to the number of r-layers: 3 (green), 6 (black), and 9 (red), as compared to experimental data
(blue)
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Figure 8 compares the slide cross sections computed at four times t = (a) 0.02, (b) 0.17,

(c) 0.32, and (s) 0.47 s, to those observed in experiments with the high-speed camera. The

magnitude of the computed flow velocity is also plotted in the figures as a color scale. A

reasonable agreement is observed between the salient features of the computed and

measured profiles, but clearly, this depth-integrated slide model does not reproduce the

bulbous shape associated with a recirculating flow within the slide, that gradually develops

at the front of the slide as time increases; as discussed before, however, this does not

significantly affect wave generation as this part of the slide is no longer tsunamigenic.

Also, Fig. 8a, b shows large changes in flow velocity over a small horizontal distance,

between the near-initial stage at t = 0.02 s, and t = 0.17 s, indicating that the flow

acceleration down the slope is large, with likely large associated vertical accelerations due

to the steep slope. As indicated before, the latter are neglected in the slide model Eq. (1)

and, although this does not appear to significantly affect the modeling of tsunami gener-

ation (as inferred from the good agreement in Fig. 5 of surface elevations at wave gages),

including vertical accelerations in the slide model equations might further improve the

agreement of the simulated and observed slide cross sections.

Granular flow model results. The same experiment was simulated with Ma et al.’s

(2015) two-layer granular slide model, using the base grid discretization in NHWAVE,

which ensures well converged results. As this model is still being developed and not yet

applicable to arbitrary topography, the goal at this stage was only to verify that the model,

which features more complete physics can accurately simulate the glass bead experiments.

Once extended, this model will also be used in future work for coastal tsunami hazard

assessment.

Figure 9 shows surface elevations computed at the four wave gage locations and

compared to experiments. Numerical simulations appear to agree as well with experiments

as results of the viscous slide model (see Fig. 5), particularly at gages WG2 to WG4, where

the agreement with experiments even seems slightly better. At gage WG1 the agreement

with experiments is less good and, from the small scale oscillations seen in the surface

Fig. 7 Case of Fig. 5. Sensitivity of surface elevations computed at wave gages for 9 r-layers, to the
horizontal grid resolution, Dx = Dy = 0.02 (green), 0.01 (red), and 0.005 (black) m, as compared to
experimental data (blue)
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elevation, it appears that the granular flow model has greater difficulty representing the

initially triangular geometry of the glass bead reservoir than the viscous slide model.

Nevertheless, once generated, waves propagate down the tank and their elevation and

wavelength (and hence phase speed), agree well with measurements at the other gages.

These observations are consistent with the fairly small normalized RMS differences cal-

culated, similarly to the viscous slide model, between observed and simulated surface

elevations for the results of Fig. 9, as �RMS ¼ 10:5, 7.0, 6.4, and 7.7%, at gages WG1–

Fig. 8 Case of Fig. 5. Comparison of computed slide cross sections (top) with those observed in
experiments with the high-speed camera (bottom), at times t = a 0.02, b 0.17, c 0.32, and d 0.47 s. Color
scales are computed flow velocity modules in m/s
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WG4, respectively; as expected from visual observation, �RMS is larger at gage WG1 and

smaller at the other gages than for the dense fluid model.

3.3 Sensitivity of tsunami generation to slide rheology

Using the dense fluid model, we perform a sensitivity analysis of SMF tsunami generation

to the model parameters related to slide rheology. For a Newtonian fluid, besides density,

two parameters control the slide center of mass motion S(t) down the slope (measured

parallel to the slope): the equivalent slide viscosity ls and the Manning coefficient n; when

these parameters are large, frictional dissipation increases, slowing down slide motion.

Hence, when ls or n are increased in the model, once the slide picks up speed and friction

forces become effective, we expect that slide acceleration and velocity will decrease, and

also tsunami generation. For the initial part of slide motion down the slope, however, slide

velocity is small and its motion should be close to that of a purely accelerating body,

SðtÞ� ðAo=2Þ t2, with Ao the initial acceleration parallel to the slope (Grilli and Watts

2005; Watts et al. 2005). Hence, one should not observe significant differences in slide

motion and tsunami generation for small time, when changing ls or n.
These predictions are confirmed in Figs. 10 and 11, which show results of simulations

corresponding to the case of Fig. 5, in which we first set the slide viscosity to ls = 1, 0.1,

and 0.01 kg/(m s), with n = 0.04, and then set the slide–substrate Manning coefficient to n =

0.01, 0.04, and 0.07, with ls ¼ 0:01 kg/(m s). In both figures, the computed slide center of

mass motion S(t), velocity UðtÞ ¼ dS=dt, and acceleration AðtÞ ¼ dU=dt are plotted,

together with the free surface elevations computed at gages WG1–WG4 (Fig. 3a), as

compared to the experimental measurements. As expected, in both figures, for short times,

t\0:1 s or so, slide kinematics is not affected by the value of ls or n, consistent with this

Fig. 9 Same case as Fig. 5. Comparison of observed (blue) time series of surface elevation at wave gages
WG1 to WG4 (Fig. 3a), from top to bottom, to those computed using NHWAVE’s granular flow model
(black)
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being a purely accelerating motion. For later times, however, while the bulbous slide front

is still traveling down the slope (i.e., for t\0:5 s or so; Fig. 4), both slide center of mass

velocity and acceleration, and thus distance travelled by the slide on the slope in a given

time, are reduced when ls or n are increased. Once the slide is on the flat bottom of the

tank, this behavior may be slightly more complex. Results are also as expected regarding

the free surface elevations modeled at wave gages, with a reduction in tsunami generation,

as ls or n are increased.

3.4 Sensitivity of tsunami generation to slide submergence

Earlier numerical (e.g., Grilli and Watts 2005; Watts et al. 2005; Grilli et al. 2010a) and

experimental (e.g., Enet et al. 2003; Enet and Grilli 2007; Grilli and Watts 2005; Liu et al.

2005; Ataie-Ashtiani and Najafi-Jilani 2008) work indicates that, all other parameters

being equal, SMF tsunami generation increases when the SMF initial submergence depth

hs decreases. This was confirmed in simulations with the dense fluid model by re-running

the experimental base case of Fig. 5, for a lower and a higher submergence, hs ¼ 0.022 and

0.062 m, respectively (with ls ¼ 0:01 kg/(m s) and n = 0.04); the latter was achieved by

specifying a water depth, h ¼ 0.31 and 0.35 m. Thus, Fig. 12 shows, as expected, that for

the shallower submergence depth the largest leading trough and crest are significantly

increased, as compared to the base case, particularly upon generation at gage WG1. For a

Fig. 10 Case of Fig. 5. Sensitivity of surface elevations computed at gages WG1–WG4 (Fig. 3a; right
panels from top to bottom), as compared to experimental measurements (blue), to the equivalent slide
viscosity ls = 0.01 (red), 0.1 (green), and 1 (black) kg/(m s), with n = 0.04. The leftward panels show the
corresponding slide center of mass motion S(t), velocity U(t), and acceleration A(t). Note, zero time for left
panels is when the sluice gate has fully retracted, whereas for right panels it is when the first elevation wave
reaches gage WG1
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larger submergence depth, the trend is opposite, but by a lesser amount, indicating that the

dependence of maximum surface elevation to depth is nonlinear; this was already pointed

out by Grilli and Watts (2005) and Enet and Grilli (2007) for rigid slides. At gages WG2–

WG4, the same trends are preserved, but as dispersion distributes the changes in leading

wave elevation to the trailing waves in the oscillatory tail, the effect of submergence depth

is less marked than at the first gage.

Although these are complex processes, a simple physical interpretation for these results

is that the deeper the slide on a plane slope, despite the same initial volume and accel-

eration, the smaller the initial depression the initial slide motion causes on the free surface

and in turn the smaller the rebound waves that are generated. Once submergence becomes

shallow enough, however, nonlinear effects that result from the larger wave amplitude-to-

depth ratio cause an additional increase in wave elevation (similar to shallow water

steepening).

4 Case studies off of the US East Coast

In the previous section, we assessed the accuracy of two two-layer models simulating

tsunami generation by deforming SMFs, on the basis of laboratory experiments. Using the

dense fluid model, we studied the result sensitivity to grid resolution, parameters governing

Fig. 11 Case of Fig. 5. Sensitivity of surface elevations computed at gages WG1–WG4 (Fig. 3a; right
panels from top to bottom), as compared to experimental measurements (blue), to the slide–substrate
Manning coefficient n = 0.01 (red), 0.04 (green), and 0.07 (black) kg/(m s), with ls ¼ 0:01 kg/(m s). The
leftward panels show the corresponding slide center of mass motion S(t), velocity U(t), and acceleration A(t).
Note, zero time for left panels is when the sluice gate has fully retracted, whereas for right panels it is when
the first elevation wave reaches gage WG1
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fluid kinematics and rheology (i.e., equivalent slide viscosity ls and slide–substrate

Manning friction coefficient n), and initial slide submergence hs. In the following, we use

the dense fluid model to simulate tsunami generation by deforming SMFs located off of the

USEC, on the continental shelf break and slope, where SMF tsunami hazard was found to

be highest (ten Brink et al. 2008, 2009a, b, 2014; Grilli et al. 2009; Chaytor et al. 2009).

We evaluate effects of slide rheology on coastal tsunami hazard by comparing results to

those obtained in our earlier simulations, in which SMFs were modeled as rigid slumps

(Grilli et al. 2015a). Note that the granular slide model was not used to conduct these field

case studies, because it is not yet applicable to an arbitrary bathymetry; this extension is

currently being worked out. However, in the context of the USEC, where large historical

slides such as Currituck have been shown to have failed more like debris flows with a large

mud component (e.g., Prior et al. 1986; Locat et al. 2009; ten Brink et al.

2008, 2009b, 2014), using the dense fluid deforming slide model is likely more realistic.

As in earlier work, we model SMFs having the characteristics of the historical Currituck

slide, i.e., ‘‘Currituck SMF proxies,’’ located in area 1 in Fig. 1. Before performing this

simulation, however, we revisit that of the historical Currituck slide, which was also

modeled by Grilli et al. (2015a) as a rigid slump, by applying the deforming slide model, to

estimate relevant values of ls and n that yield a slide center of mass motion, S(t), similar to

that of the earlier slump simulations, and hence a similar runout Sf after a main time of

motion tf . Using these parameters, we then perform simulations of the Currituck SMF

proxy located in area 1, in the Hudson River canyon, and compare the generated tsunami

and coastal impact to those previously obtained when modeling the SMF as a rigid slump.

Fig. 12 Case of Fig. 5. Sensitivity of surface elevations computed at gages WG1–WG4 (Fig. 3a; right
panels from top to bottom), as compared to experimental measurements (blue), to the slide initial
submergence depth, hs ¼ 0.022 (green), 0.042 (red), and 0.062 (black) m, for a water depth h ¼ 0.31
(green), 0.33 (red), and 0.35 (black) m, respectively, with ls ¼ 0:01 kg/(m s) and n = 0.04. Time is given in
seconds after the initial crest reaches the first gage

Nat Hazards

123



4.1 Currituck slide complex

We simulate the historical Currituck slide motion using the deforming fluid-like slide

model, in order to derive realistic values for the slide equivalent viscosity ls and Manning

coefficient n, that yield a slide center of mass kinematics (i.e., maximum velocity and

runout) similar to that of the rigid slump simulated earlier. Hence, we focus here on

simulating slide motion rather than tsunami generation, which, although computed in the

model, will not be detailed here.

Figure 1 shows the area of the Currituck slide complex, on the continental slope off of

Chesapeake Bay. Grilli et al. (2015a) modeled tsunami generation for this slide using

NHWAVE, representing it as a Vs = 134 km3 rigid slump (i.e., within the range of the total

volume estimated by Locat et al. (2009) for the failed area, 128–165 km3), moving over a

recreated unfailed bathymetry. Although the failure clearly occurred in two stages, as

inferred from the two existing headwalls (Fig. 13a), the initial slump geometry was ide-

alized as a single sediment mound with quasi-Gaussian cross sections and an elliptical

footprint on the seafloor (Enet and Grilli 2007); maximum thickness was T = 750 m,

downslope length b = 30 km, and width w = 20 km, with the ellipse centered at (

-74.7E, 36.4N), in water depth h ’ 1800 m (Fig. 13b). Assuming a bulk density

qs ¼ 1900 kg/m3, the slump kinematics was specified as a bottom boundary condition in

NHWAVE, based on the analytical law of motion developed by Grilli and Watts (2005),

using the maximum velocity Umax ¼ 35 m/s proposed by Locat et al. (2009) based on

independent simulations with BING. With these parameters, the slump time of motion was

found as tf ¼ 11.9 min and runout as Sf ¼ 15:8 km (Fig. 13c).

Here, we repeat these simulations for the same recreated unfailed bathymetry and

geometric representation of the SMF as in Grilli et al. (2015a) (Fig. 13b), but modeling its

kinematics instead as a deforming Newtonian fluid-like layer of density qs = 1900 kg/m3.

As shown in Figs. 10 and 11, changes in equivalent slide viscosity have a relatively

smaller effect on slide kinematics and tsunami generation than changes in the bottom

friction coefficient. Additionally, the analysis of field data for the Currituck slide complex

(Prior et al. 1986; Locat et al. 2009) indicated that it had more likely failed as a high

viscosity debris flow. Accordingly, and following Jiang and LeBlond (1992), we selected a

fairly high equivalent slide viscosity ls = 500 kg/(m s) corresponding to this type of

rheology. We then varied the bottom friction coefficient n and observed its effect on the

deforming slide kinematics; in the simulations, we used a horizontal grid with Dx ¼ Dy ¼
500 m, covering the area of grid CT shown in Fig. 1 (see details in Table 1), and 5 r-layers
in the vertical direction. Note that this grid covers a fairly small area, extending more to the

SE direction where the deforming slide is moving and tsunami generation occurs, which

may not be sufficient to perform actual tsunami hazard assessment, but is sufficient at this

stage for the purpose of comparing slide kinematics between rigid and deforming SMFs.

Figure 14 shows the slide center of mass motion S, velocity U and acceleration

A computed during the NHWAVE simulations of the Currituck SMF, when specifying n =

0.05, 0.10, or 0.15, as compared to the kinematics of the equivalent rigid slump modeled by

Grilli et al. (2015a). To properly compare tsunami generation for rigid and deforming

SMFs, we selected n = 0.1, for which the slide motion and velocity during the majority of

the failure (up to t = 600 s or 10 min) are closest to those of the rigid slump. This way, both

the deforming and rigid SMF center of mass achieve approximately the same runout at the

same time, while reaching a similar maximum velocity U = 32–34 m/s during motion.

Based on these parameters, Fig. 15 shows snapshots of the modeled slide motion, from t =
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0–12 mins. We see that as the slide moves down the continental slope, it simultaneously

vertically deforms and laterally spreads out, covering an increasingly large surface area on

the seafloor. Comparing the snapshot in Fig. 15 at 12 min to the final slump motion in

Fig. 13 Currituck slide complex (Fig. 1). a High-resolution bathymetry around the site in post-failed
(current) conditions (the two headwalls identified by Locat et al. (2009) are clearly visible). b Zoom-in
around initial slide location and assumed idealized geometry (Vs = 134 km3; maximum thickness T ¼ 750
m, downslope length b ¼ 30 km, and width w ¼ 20 km; density qs ¼1900 kg/m3), with the center of the pre-
failed volume located at ( -74.7 E, 36.4 N), in the unfailed recreated bathymetry. c Final location of rigid
slump (Grilli et al. 2015a), at tf ¼ 11:9 min. Depth (\0) is marked in meters and time of 5 s marked in panel

b corresponds to the first time step in NHWAVE
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Fig. 13c, we see that, by contrast, the slump is just performing a pendulum-like rigid

motion, while keeping its shape and footprint on the seafloor constant.

4.2 Hudson River canyon SMF

We simulate tsunami generation and propagation to the coast by a Currituck SMF proxy

located in Area 1 of Fig. 1, in the Hudson River Canyon (Fig. 16), and evaluate effects of

slide rheology on coastal tsunami hazard in terms of maximum surface elevation near the

coast (at the 5-m isobath). The SMF proxy has the same volume and geometry as that

assumed for the Currituck slide: Vs = 134 km3 and a quasi-Gaussian initial geometry of

thickness T = 750 m and elliptical footprint on the seafloor, of downslope length b = 30

km and width w = 20 km (see footprint in Fig. 16). Because this is a hypothetical SMF

occurring on an existing slope, its failure is assumed to occur below seafloor (by contrast

with the actual Currituck paleoslide whose initial geometry was recreated over the current

seafloor). We simulate the SMF motion and corresponding tsunami generation with

NHWAVE, assuming that it behaves either as a rigid slump (as in Grilli et al. 2015a) or as

a deforming fluid-like slide. Once tsunami generation is completed in NHWAVE, simu-

lations are initialized and continued with FUNWAVE-TVD.

In the rigid slump simulation, the SMF has a pendulum-like motion in the assumed

azimuthal direction h = 136�. (from north), and its geometry and kinematics, similar to

that shown in Fig. 14 (computed as detailed in Grilli et al. 2015a), are specified as a bottom

boundary condition in NHWAVE. In this simulation, as in Grilli et al. (2015a), bottom

friction between water and the rigid slide is neglected, which is acceptable considering the

large water depth. In the deforming slide simulations, tsunami generation is computed with

Fig. 14 Simulated kinematics of the Currituck SMF (Fig. 13). Time variation of center of mass motion S,
velocity U, and acceleration A, for a deforming fluid-like slide, with ls ¼ 500 kg/(m s) and a Manning
friction coefficient n = 0.05 (black), 0.10 (green), and 0.15 (red), as compared to Grilli et al.’s (2015a) rigid
slump kinematics (blue)

Table 1 Parameters of Cartesian horizontal grids (Figs. 1, 16) used in NHWAVE (CT, G1) and FUN-
WAVE-TVD (G1, G2) models to compute tsunami generation by SMFs and propagation to the coast

Grid SW Lat. NE Lat. SW Lon. NE Lon. Res. (m) Nx Ny

(N�) (N�) (W�) (W�)

CT 35.430 36.559 74.900 72.7126 500 393 256

G1 37.401 40.993 74.464 69.838 1000 400 400

G2 40.003 40.967 74.437 72.245 154 1188 700

‘‘Res.’’ is grid resolution and Nx and Ny indicate the number of grid cells in each direction
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the two-layer NHWAVE model, in which the dense fluid bottom layer has parameters

similar to those calibrated above for the historical Currituck slide case, i.e., , qs = 1900 kg/

m3, ls = 500 kg/(m s), and n = 0.05, 0.1, or 0.15 for the slide–substrate bottom friction.

With these parameters and n = 0.1, the above simulations of the historical Currituck SMF

showed that the deforming slide nearly reached the same runout Sf as the rigid slump at

time tf (see details above and Fig. 14). Although the bottom topography is different in Area

1, we find that for these parameters the law of motion of the Currituck SMF proxy near the

Hudson River Canyon is very close to that derived for the historical Currituck slide,

whether modeled as a rigid slump or a deforming slide, both shown in Fig. 14; hence, the

Hudson Canyon SMF kinematics is not replotted here.

Figure 16a shows the boundary of two nested grids used in simulations (see details in

Table 1). Tsunami generation was first computed with NHWAVE in the 1000-m-resolution

Cartesian grid G1, with 5 r-layers in the vertical direction, up to t = 20 min, when the

deforming slide motion becomes negligible. At time t[ tf ¼ 11:9 min, when the rigid

SMF stops moving, we find that the deforming slide, although still moving and spreading

out, is no longer significantly tsunamigenic, due to both its gradual thinning out and the

large depth (see Figs. 17b, 18b, discussed later). Hence, following Grilli et al. (2015a),

Fig. 15 Currituck slide complex (Fig. 13). Snapshots of deforming slide motion modeled using NHWAVE,
with a dense fluid layer underneath, assuming ls = 500 kg/(m s) and a Manning friction coefficient n =
0.10. Time of snapshots is marked in min:s
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computations of tsunami propagation and coastal impact, for both rigid and deforming

SFMs, were pursued with FUNWAVE-TVD for t[ 13:3 min (800 s), by initializing it

with the surface elevations (Fig. 17c, d) and corresponding horizontal velocities inter-

polated at the relevant depth (0.531h; Shi et al. 2012), computed at this time with

NHWAVE. However, while this was straightforward for the rigid slump, which was no

longer moving, for the still moving deforming slide, initializing FUNWAVE-TVD at this

time caused the appearance of a large spurious rebound wave, likely due to inconsistencies

in bottom boundary conditions. Hence, simulations with NHWAVE were pursued until t =

20 min (1200 s) before initializing FUNWAVE-TVD, which prevented the appearance of

Fig. 16 Simulations of tsunami generation by a Currituck SMF proxy located in the Hudson River Canyon
(area 1 in Fig. 1). a Boundary (red lines) of nested Cartesian grids used in simulations: G1 (1000 m
resolution) and G2 (154 m resolution) (see details in Table 1). Tsunami generation is performed in grid G1
using NHWAVE with 5 r-layers in the vertical direction, and results are used as initial condition in
FUNWAVE-TVD, also for grid G1. The thick yellow line marks the 5-m-depth isobath along which tsunami
elevation is computed in Fig. 19. b Zoom-in on SMF location, with the Hudson River canyon visible to the
east of it. Color scale in a is bathymetry (\0) and topography ([0) in meters. Red ellipses mark the SMF
footprint
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the spurious wave in the deforming slide case; for consistency, initialization was done at

the same time for the rigid slump case as well. In both cases, for t[ 20 min, FUNWAVE-

TVD is first run in grid G1 and then by one-way coupling in the 154-m-resolution grid G2;

in these simulations, a Manning coefficient n = 0.025 (i.e., the value for coarse sand) was

used to define bottom friction.

Figure 17 shows results of NHWAVE simulations for slide motion and wave generation

at time t = 13.3 min (800 s), for both the rigid slump and the deforming slide (i.e., shortly

after the slump stops moving). At this time, whereas the rigid slump has moved in the

specified downslope direction (transect in Fig. 18a) while preserving its shape, the

deforming slide has flown asymmetrically, following the steepest slope on the seafloor,

while spreading in all directions (Fig. 17a, b). Figure 18b shows a downslope transect

through the time-dependent bathymetry of both the rigid slump and the deforming slide;

here, we see as expected that both SMFs achieve approximately the same runout when the

slump stops moving (at t = 714 s). However, as a result of lateral spreading, the deforming

slide thickness over the seafloor gradually reduces along the transect. Also note that, at t =

300 s, both SMFs approximately have the same cross section along their axis, indicating

that lateral spreading of the deforming slide is not very significant at small time, likely as a

Fig. 17 NHWAVE simulations in grid G1 of tsunami generation by a Currituck SMF proxy sited in Area 1
(Fig. 1) in the Hudson River Canyon (Fig. 16), modeled as a: a, c rigid slump (Grilli et al. 2015a); b, d
deforming slide represented by a dense fluid layer (with ls ¼ 500 kg/(m s) and n = 0.1), of same initial
geometry, location, volume, density qs ¼ 1900 kg/m3, and runout at the time the slump stops moving
(tf ¼ 11:9 min). Panels a, b show in gray the SMF locations after 13.3 min (to the West of the Hudson River

canyon), and panels c, d show the surface waves generated after 13.3 min (800 s; the black ellipses mark the
initial footprint of the SMFs)
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result of the high slide viscosity. Despite the difference in kinematics and geometry, the

patterns of generated tsunami waves shown in Fig. 17c, d at t = 13.3 min are similar for

both SMFs. As a result of variations in thickness over the seafloor, there is a marked

asymmetry in wave generation for the deforming slide, with larger waves being generated

on its western side; this is further discussed below. Overall, results show that onshore

moving waves have lower elevations in the deforming slide case.

Differences in generated waves for both SMFs are more apparent in the transects of

Fig. 18c, d through free surface elevations computed with NHWAVE, downslope

(Fig. 18c; n direction, h = 136� from north) and cross-slope (Fig. 18d; f direction), at time

t = 300, 600, and 800 s (13.3 min). At t = 300 s, in both cases, the free surface is essentially

a deep two-pronged depression with a large elevation wave that has propagated offshore.

Fig. 18 Case of Fig. 16. Transects marked in panel a (centered on SMF’s initial location): b, c downslope
(n; azimuth h = 136� from North) and d cross-slope (f). Transects show: b bottom topography and SMFs
and c, d tsunami waves generated, by a rigid slump (blue) and a deforming slide (red), simulated with
NHWAVE. Times in panels b–d are t = 300 (solid), 600 (chained), and 800 (dashed) s
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The depression in the free surface, which is due to the draw down caused by the large

volume of sediment moving downslope, has a deeper offshore trough for the rigid slump

(60 m deep) than for the deforming slide (about 28 m deep), and a second onshore through

of closely identical shape and nearly 50 m deep in both cases. For both SMFs, at t = 300 s,

a rebound wave has already formed in the middle of the depression. Figure 18c shows that,

at t = 600 and 800 s, this rebound wave propagates onshore as the first elevation wave of

both SMF tsunami wave trains, preceded by a depression wave resulting from the initial

onshore trough caused by the SMF drawdown. At these times, for both SMFs, the offshore

elevation wave and trough propagate faster offshore (due to the increase in phase velocity

over the deep ocean), while decreasing in elevation as a result of the 2D horizontal energy

spreading (Fig. 17c, d; also visible in the cross-slope transects of Fig. 18d). The cross-

slope transects (Fig. 18d) show that while waves generated by the rigid slump are fairly

symmetrical with respect to the SMF axis of motion (f = 0), those generated by the

deforming slide are larger on its western side (f\ 0) than on its eastern side, and the

maximum initial free surface depression shown at t = 300 s is also shifted westward,

whereas it is on the SMF axis for the rigid slump. As discussed above, this results from the

asymmetry of the deforming slide thickness on the seafloor.

For t[ 20 min, for both rigid and deforming SMFs, simulations are initialized with

NHWAVE’s results and pursued with FUNWAVE-TVD in grid G1, up to 3 h 8’ of tsunami

propagation (note that sponge layers are specified along the grid boundary), and time series

of surface elevations are computed along the boundary of the 154-m-resolution nested grid

G2, to be used in the one-way coupling methodology. Simulations are then restarted from

t = 0 in grid G2, and forced with the time series used as boundary conditions. Note that,

similar to Grilli et al. (2015a), for sake of computational efficiency, before initializing

simulations in FUNWAVE-TVD the offshore propagating waves are filtered out, allowing

to use a smaller domain in both models and narrower sponge layers in FUNWAVE-TVD,

that do not significantly interfere with the coastline of interest. This filtering was done to

the right of a diagonal line, which is visible in Fig. 19a, b, and it was verified that this did

not affect results in the main area of interest in grid G2 (whose limits are shown in both

figures).

Figure 19a, b shows envelopes of maximum surface elevations gmax computed in grids

G1 and G2 during simulations with FUNWAVE-TVD, for rigid and deforming (with n =

0.025) SMFs, respectively. While patterns and directionality of the maximum envelopes

are similar, as expected, there is a marked westward increase in wave generation for the

deforming slide case. Overall, the maximum height of waves generated by the rigid slump

is larger (over 25 m near the source; see also Fig. 18c, d) than for the deforming slide (up to

12 m near the source). As waves propagate onshore over the wide shallow shelf, in both

cases, surface elevations significantly decrease and are similarly modulated alongshore, as

a result of bottom friction dissipation over the wide shallow shelf and bathymetric control

on wave focusing/defocusing, respectively (Tehranirad et al. 2015).

Coastal tsunami hazard is quantified in Fig. 19c, in terms of envelopes of maximum

surface elevations computed along the 5-m isobath marked by a yellow line in Figs. 16 and

19a, b; this is similar to Grilli et al. (2015a) who compared maximum tsunami elevations

simulated for various sources at a 5-m isobath along the USEC. In Fig. 19c, the alongshore

variation of maximum wave elevation gmax computed in grid G2 for both SMFs is plotted

as a function of the curvilinear distance s along the isobath. The middle section of this

isobath (centered around 225 km) is within the Hudson River Estuary complex where, due

to bathymetric defocusing, tsunami elevations are significantly lower than those impacting

the coasts of Long Island (\210 km) and New Jersey ([260 km) (see Shelby et al. 2016 for
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Fig. 19 Case of Figs. 16, 17, and 18. Envelopes of maximum surface elevation gmax (color scale in meters)
computed with FUNWAVE-TVD in grids G1 and G2 up to 3 h 8 min (initialized at t = 20 min with
NHWAVE’s results; n = 0.025) during propagation of SMF tsunamis generated by: a a rigid slump, and b a
deforming slide (with n = 0.10 in NHWAVE) (bathymetric contours are shown in meters). Based on grid G2
results, envelopes of: c maximum gmax and d minimum gmin surface elevations computed along the 5-m
isobath (yellow line marked in (a, b)), for tsunamis generated by a rigid slump (thick blue), and three
different deforming slides with n = 0.05n ¼ 0:05 (black), n = 0.10 (thick red), and n = 0.15 (green), for the
slide–substrate bottom friction; the curvilinear distance s along the 5-m contour is computed from its
southern end; the region of lower maximum surface elevations (210–260 km) corresponds to the Hudson
River Estuary complex, with the New Jersey shore to the south (left), and Long Island shore to the north
(right)
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details). Consistent with the maximum envelopes of Fig. 19a, b, maximum surface ele-

vations near the coast caused by the rigid slump are larger at most locations, by up to a

factor of 2, as compared to waves generated by the reference deforming slide case (with

n = 0.10). As pointed out by Tehranirad et al. (2015), waves generated in both cases,

although of different height, have similar patterns of alongshore variation, due to the

bathymetric control on long wave focusing/defocusing. For comparison, the figure also

shows maximum surface elevations caused by deforming slides with a reduced or a larger

slide–substrate friction (i.e., n = 0.05 or 0.15), and expectedly these change as the inverse

of n. Reducing friction in the deforming slide, however, is not sufficient to cause surface

elevations that are larger than those of the rigid slump, except slightly in a very small area

to the right of the figure.

Finally, some critical coastal infrastructures, such as power plants, which have cold

water intakes, are also severely impacted by low water conditions, that occur during the

initial SMF tsunami impact in the form of a large leading depression wave. Hence, in

Fig. 19d, we similarly plotted the envelope of minimum surface elevations gmin computed

along the 5-m isobath for all SMF cases considered in Fig. 19c. Consistent with the larger

initial depression wave it generates, we see that the rigid slump also causes a larger

drawdown at the coast at most locations than the deforming slide cases, except to the north

of the isobath (for x[ 330 km), likely due to site-specific bathymetric effects.

5 Discussion and conclusions

In this work, we first validated two models simulating tsunami generation by deforming

submarine mass failures (SMFs), against laboratory experiments conducted at IRPHE in a

small precision wave tank. One case was used, from a large set of highly repeatable lab-

oratory experiments performed for SMFs made of glass beads moving down a steep slope.

Both validated models are two-layer models in which fluid motion is simulated with the 3D

(r-layer) non-hydrostatic model NHWAVE and the SMF layer is depth-integrated and

represented by either a dense Newtonian fluid (Kirby et al. 2016) or a granular flow (Ma

et al. 2015). The latter model is currently limited to a plane slope and does not include

dilatancy effects in the granular medium. Both models currently neglect vertical acceler-

ations and hence should be more accurate for moderate to small slopes. Additional sen-

sitivity analyses were performed for the dense fluid model, including assessing model

convergence regarding both horizontal and vertical grid resolution, and sensitivity of slide

motion and generated surface elevations to slide parameters: specifically, result sensitivity

to slide viscosity (i.e., internal energy dissipation), bottom friction, and initial

submergence.

Overall, once calibrated, results of both models were found in good agreement with time

series of surface elevations measured at 4 gages. The agreement at gage WG1 was slightly

better with the dense flow model, but that at gages WG2–WG4 was slightly better with the

granular flow model. Both models provided a similarly good simulation of both the salient

features, and geometry and kinematics of the moving slide material. The dense fluid slide

model, which at present is the only one that can be applied to an arbitrary bottom

bathymetry, was then used to simulate the historic Currituck SMF motion, in order to

determine relevant viscous slide parameters to simulate SMF tsunamis on the USEC. This

historical SMF and the generated tsunami were previously modeled by Grilli et al. (2015a)

as a rigid slump. Here, slide parameters were first adjusted based on sediment properties, as
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well as to match the earlier values of the Currituck SMF runout and maximum velocity,

when simulated as a rigid slump. Having determined that slide behavior is more sensitive

to bottom friction than viscosity at this scale, particularly on the mild continental slope,

assuming for this moderately deforming slide a large viscosity ls = 500 kg/(m s), 3 values

of Manning’s n coefficient (n = 0.05, 0.10, and 0.15) were selected to cover a realistic

range of possible deforming slide rheologies.

The same parameters were finally applied to simulate tsunami generation from a pos-

sible SMF sited near the Hudson River Canyon. As for Currituck, this SMF had also been

simulated by Grilli et al. (2015a) as a rigid slump, as this was expected to provide a

conservative (i.e., worst case scenario) estimate of tsunami generation and coastal impact,

adequate for NTHMP tsunami hazard mapping. Simulations were performed as before for

3 deforming slides and the rigid slump, and results compared; all SMFs had the same initial

volume, location, and geometry. The SMFs’ center of mass motion, velocity, and accel-

eration were compared and it was verified that the deforming slide with n = 0.1 nearly

achieved the same runout as the rigid slump, at the time the latter stopped moving. While

initial acceleration was larger for the deforming slides, both velocity and accelerations

stayed larger for a longer time for the rigid slump; this, combined with the reducing

thickness of the deforming slide during motion led to a smaller tsunami generation in all

cases of deforming slides than for the rigid slump.

Tsunami propagation was computed for the 4 generated tsunamis using the 2D long

wave model FUNWAVE-TVD in two levels of nested grids, and maximum surface ele-

vations were computed along a 5-m-depth contour off of the coast of New Jersey and New

York. From very large initial surface elevations (up to 25 m for the rigid slump), nearshore

tsunami elevations were found to be significantly smaller in all cases (up to 6.5 m), due to

both directional energy spreading and bottom friction over the wide shelf. At most loca-

tions, nearshore tsunami surface elevations caused by the rigid slump were found to be

significantly larger (up to a factor of 2) than those caused by the 3 deforming slide cases;

for those, surface elevation slightly increased when n decreased. Nearshore minimum

surface elevations (tsunami drawdown) were similarly computed, and it was found, again,

that the rigid slump caused the largest drawdown in most cases, except along a stretch of

the coast of Long Island, likely due to site specific focusing bathymetric effects.

In view of these results (see Fig. 19), we conclude that, as expected from earlier work

(e.g., Watts and Grilli 2003; Grilli and Watts 2005), the rigid slump provides a conser-

vative estimate of SMF tsunami coastal hazard, in terms of maximum inundation/run-up at

the coast and, in most locations, of maximum drawdown. By contrast, using a more

realistic rheology with some level of SMF deformation, in general, will reduce tsunami

impact at the coast, whether maximum inundation or drawdown are considered. This

validates as conservative the tsunami hazard assessment and inundation mapping per-

formed to date along the USEC, as part of NTHMP, on the basis of Currituck SMF proxies

simulated as rigid slump (Grilli et al. 2015a).

While the dense fluid NHWAVE model is adequate for simulating the SMFs that should

most likely occur off of the USEC, in the form of debris flows with a significant mud

content, the two-layer granular flow NHWAVE model features more complete and realistic

physics and thus has the potential of better modeling SMF tsunami generation in a greater

variety of context and rheology. This, however, will require this model to be extended to

arbitrary bottom topography; as indicated, this extension is in progress. Additionally, it is

planned in future work to improve the granular layer depth-integrated governing equations

to properly include effects of vertical accelerations, which may be important for steeper

slopes, and dilatancy. The latter was for instance included in the two-phase model recently
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proposed by Bouchut et al. (2016), who indicate that when dilation occurs the fluid is

sucked into the granular material, the pore pressure decreases and the friction force on the

granular phase increases. In the case of contraction (the opposite of dilation), the fluid is

expelled from the mixture, the pore pressure increases and the friction force decreases.

Including dilatancy will thus allow simulating both volumetric and bed dissipation effects

that realistically vary with slide shape and kinematics. The authors believe that this

approach has greater potential than dynamically and empirically varying the bed friction

coefficient value as slide material is spreading and thinning out, as proposed, e.g., by

Yavari-Ramshe and Ataie-Ashtiani (2015).

Many of the issues discussed above relative to relevant deforming SMF rheology and

modeling are complex and the object of active research. In this respect, a landslide tsunami

model benchmarking workshop, organized by some of the authors, will be held in

Galveston, TX (http://nws.weather.gov/nthmp/2017MMSLandslide/index.html), in Jan-

uary 2017, where all the NTHMP investigators and many international landslide tsunami

experts will meet to discuss the modeling and physics of SMF tsunamis. The glass bead

experiments reported in this paper will be used as the workshops, Benchmark 4 (out of 7

benchmarks).
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