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ABSTRACT 

The research described in the following dissertation focuses on the use of ESI 

FT-ICR mass spectrometry for the analysis of complex environmental systems.  The 

projects we have chosen are multidisciplinary by design including the fields of 

analytical, physical, inorganic, environmental and biochemistry.  To begin with, the 

unique fragmentation pathways resulting from oxidative stress to angiotensin II are 

characterized using surfaced induced dissociation, RRKM modeling and molecular 

dynamics calculations.  The final chapters focus on the study of metal sulfide 

nucleation in aqueous environments using thiol capping agents to interrupt particle 

growth and gas phase ion-molecule reactions of metal salt clusters with hydrogen 

sulfide. 

The gas phase fragmentation reactions of singly charged angiotensin II (AngII, 

DR+VYIHPF) and the ozonolysis products AngII+O (DR+VY*IHPF), AngII+3O 

(DR+VYIH*PF), and AngII+4O (DR+VY*IH*PF) were studied using SID FT-ICR 

mass spectrometry, RRKM modeling, and molecular dynamics.  Oxidation of Tyr 

(AngII+O) leads to a low-energy charge-remote selective fragmentation channel 

resulting in the b4 fragment ion.  Modification of His (AngII+3O and AngII+4O) leads 

to a series of new selective dissociation channels.  For AngII+3O and AngII+4O, the 

formation of [MH+3O]+-45 and [MH+3O]+-71 are driven by charge-remote processes 



 xviii

while it is suggested that b5 and [MH+3O]+-88 fragments are a result of charge-

directed reactions.  Energy-resolved SID experiments and RRKM modeling provide 

threshold energies and activation entropies for the lowest energy fragmentation 

channel for each of the parent ions.  Fragmentation of the ozonolysis products was 

found to be controlled by entropic effects.  Mechanisms are proposed for each of the 

new dissociation pathways based on the energies and entropies of activation and 

parent ion conformations sampled using molecular dynamics. 

Developed through collaboration with the College of Marine Studies, our focus 

shifted to the study of metal sulfide clusters.  The initial experiments include the 

observation of metal salt cluster growth in solution using ESI mass spectrometry.  

Relative intensities of the observed clusters ([Cdx(NO3)2x+1]-, x = 1-5) shift to larger 

clusters following dilution of aqueous solutions with methanol.  The time-dependent 

variance in the relative signal intensity is evidence of salt nucleation in water-

methanol binary solvent systems suggesting larger clusters may persist in low 

dielectric constant solutions as found in supercritical aquatic systems. 

With the methodology in place to effectively elecrospray cadmium salt 

clusters, observing metal sulfide cluster formation became the primary focus.  The 

first approach was to use capping agents to interrupt particle growth at various stages 

of nucleation.  Sulfidic metal clusters were observed for reactions of cadmium nitrate 

with hydrogen sulfide using 2-mercaptopyridine as a molecular capping agent.  While 



 xix

NO3 ligands were substituted by sulfate for larger clusters ([Cdx(NO3)2x+1]-, x = 2-5), 

no reaction products were observed for the single cadmium nitrate complex. 

 Finally, gas phase ion-molecule reactions between metal salt clusters and 

hydrogen sulfide were used to understand metal sulfide cluster formation.  A 

simplified sequential pseudo first-order kinetic model was used to describe reactions.  

Anionic clusters were shown to react with low reaction efficiencies (kx/kc < 5%) with 

the exception of [Cd4(CH3COO)9]- which displayed enhanced reactivity following 

formation of the [Cd4S(CH3COO)7]- intermediate.  No reaction products were 

observed for any anionic cadmium chloride cluster.  Large cationic cadmium acetate 

clusters ([Cdx(CH3COO)2x-1]+, x = 2-4) were shown to react fast initially with greatly 

reduced efficiencies as the reaction proceeds.  All other metal salt solutions 

(Cd(NO3)2, CdCl2 and ZnCl2) generate solvated single metal complexes which react 

with H2S to form bisulfide species.  While an increase in the number of solvent 

molecules causes a decrease in reaction efficiencies, solvent molecules persist 

throughout the reaction suggesting they play no role in the mechanism of metal sulfide 

formation.  Additionally, counter ions were shown to affect reaction rates with      

NO3
- > OH- > Cl- in terms of reaction efficiency.  
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Chapter 1 

OVERVIEW 

The research described herein focuses on the utilization of ESI FT-ICR 

mass spectrometry for the analysis of complex environmental systems.  It is a 

chronological account of my studies in the Department of Chemistry and Biochemistry 

at the University of Delaware.  I begin with the study of the effects oxidation has on 

fragmentation patterns of peptides.  The aim of this project was to elucidate the 

mechanisms for the new selective fragments resulting from peptide ozonolysis.  I then 

transition to my work with environmentally significant metal sulfide clusters.  The 

project was a collaborative effort to characterize metal sulfide nucleation mechanisms 

using a combination of solution based capping experiments and gas phase ion-

molecule reactions.  These research projects take advantage of the powerful 

capabilities of FT-ICR mass spectrometry and apply them to unique environmentally 

significant questions.  Here I outline the work presented in this dissertation. 

Applications of FT-ICR mass spectrometry is the comprehensive theme of 

my work, therefore, a discussion of the fundamentals of the technique is essential.  In 

Chapter 2 I begin with a description of ion motion in a uniform magnetic field and 

how the trapped ions are manipulated throughout the experiment.  An explanation of 

the advantages of FT-ICR are also provided.  The mechanism of electrospray 

ionization is outlined followed by descriptions of the instruments used for this work. 
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The elucidation of fragmentation patterns for oxidized peptides is covered 

in Chapter 3.  The unique low-energy unimolecular dissociation mechanisms for 

peptide ozonolysis reaction products are characterized using a combination of 

experimental and computational chemistry.  Following a discussion on significance 

and background, the selective fragmentation channels for each of the peptide oxidation 

products is described.  Energy-resolved SID data is then used for onset energy analysis 

and RRKM modeling.  Finally, molecular dynamics experiments were done to 

understand the conformational restrictions of the proposed fragmentation mechanisms.  

Chapter 4 marks the beginning of a series of chapters covering my work 

with environmentally significant metal sulfide clusters.  The importance of metal 

sulfide species is established followed by essential definitions of complexes, clusters 

and particles.  Our work using ESI FT-ICR mass spectrometry is also placed in the 

larger framework of the overall collaborative project with Dr. George Luther’s group 

in the College of Marine Studies at the University of Delaware. 

In Chapter 5 I demonstrate the ability of ESI mass spectrometry monitor 

metal salt nucleation in low dielectric constant binary water-methanol solutions.  

Time-dependent sampling is used to monitor signal variance following dilution of 

aqueous salt solutions with methanol.  This work is placed in an environmental 

context and is the foundation for later studies of metal salt cluster reactions with 

hydrogen sulfide. 

ESI FT-ICR mass spectrometry analysis of thiol capped metal sulfide 

clusters is described in Chapter 6.  I demonstrate the ability of ESI mass spectrometry 

to detect sulfidic metal clusters following reaction with hydrogen sulfide using          



 3

2-mercaptopyridine as a molecular capping agent.  Additionally, the connectivity 

between solution phase chemistry and the gas phase ion-molecule reactions between 

metal salt clusters and hydrogen sulfide is established. 

Chapter 7 presents results from the gas phase ion-molecule reactions of 

metal salt clusters and hydrogen sulfide.  Reaction efficiencies are determined for a 

number of cationic and anionic systems using a simplified pseudo first-order kinetic 

model.  The first of their kind, these experiments provide unique perspective on the 

characterization of metal sulfide nucleation mechanisms.  Comparisons are made 

based on metal ion, ligating species, and number of solvent molecules.  This technique 

provides important kinetic data on the formation of metal sulfide clusters. 

Finally, I end with an overview of my work and thoughts on how this 

research fits into larger applications in Chapter 8.  The Appendices of this dissertation 

include experimental details such as example spectra and Mathematica results.  

Additionally, included is a problem-based learning activity I developed during my 

time as a member of the Graduate Teaching Fellows Program in K-12 Education (GK-

12) at the University of Delaware (See Appendix A).  Designed for high school 

physical science classes, students learn about hydrothermal vents while being 

introduced to topics such as the difference between physical and chemical properties, 

chemical bonding and energy transfer in environmental systems.  The problem is 

published through the Problem-Based Learning Clearinghouse which can be found at 

www.udel.edu/pblc.  I felt it was appropriate to include with this work, not only based 

on content, but also because of the priority I placed on developing my skills as an 

educator during my time at the University of Delaware.   
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Chapter 2 

METHODS 

 

2.1 FT-ICR Mass Spectrometry 

The entirety of the work reported herein utilizes Fourier transform ion 

cyclotron resonance mass spectrometry (FT-ICR MS or FT-MS) for the analysis of 

environmentally relevant systems.  FT-ICR mass spectrometry has a rich history 

stemming from experiments done by Lawrence in 1930 in which the theory of ion 

cyclotron resonance was developed to understand fundamental properties of the atom 

[1]. In the late 1970’s, with the application of Fourier transform techniques to ICR, the 

method gained popularity with increased mass resolution and mass range [2,3]. 

Modern FT-ICR instruments provide superior resolving power (>500,000) and mass 

accuracy (<1 ppm) in comparison to other mass analyzers resulting in increased 

popularity and a variety of new applications as highlighted in a number of recent 

reviews [4-12]. In addition to ultra-high performance, FT-ICR mass spectrometers 

have the unique ability to act as a gas phase ‘beaker’ by being able trap ions for long 

periods of time.  It is precisely the nondestructive trapping nature of the technique in 
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combination with ultra-high performance that makes it ideal for studying unimolecular 

dissociation reactions of charged peptides and gas phase ion-molecule reactions of 

metal sulfide clusters. 

At the most basic level, all FT-ICR mass spectrometers consist of a 

magnet and an ICR analyzer cell. There have been a number of reviews written on the 

fundamentals of the instrument [13-15].  Modern instruments, for the most part, use a 

superconducting magnet to provide a stable magnetic field that is spatially uniform 

throughout the ICR cell.  Superconducting magnets used for FT-ICR mass 

spectrometry are solenoid magnets with wider bores in comparison to those used for 

NMR spectroscopy.  Although instruments can be found with a wide range of 

magnetic field strengths, most instruments made today incorporate 7, 9.4 or 12 tesla 

(9.4 tesla = 400 MHz for NMR) superconducting magnets.   

Placed within the magnetic field is the ICR analyzer cell.  Generally 

speaking, the ICR cell consists of 6 plates configured in a cube or cylinder:  two 

trapping plates, two excitation plates and two detection plates (See Figure 2.1).  As 

ions are brought into the ICR cell along the z-axis (parallel to the direction of the 

magnetic field) they are confined spatially within the x-y plane by the magnetic field 

and are trapped along the z-axis using the two ‘trapping’ plates (grey) that are 

perpendicular to the magnetic field.  Initially, the front trapping plate is set to ground 

potential while the back trapping plate is at a raised potential allowing the ions to enter 

the cell.  The ions are then trapped by raising the potential on the front trapping plate.  

Once trapped, ions can be held for a specified time period before excitation and 

detection as described below. 



 6

 

Figure 2.1.  A cylindrical ICR cell.  Colored grey are the trapping plates which 
confine the ions along the z-axis.  The excitation and detection plates 
are aligned parallel to the direction of the magnetic field.  (Reproduced 
from [9]) 

2.1.1 Ion Cyclotron Motion 

At the foundation of FT-ICR MS is the cyclotron motion of ions moving 

in a unidirectional magnetic field.  As shown in Figure 2.2, an ion in a spatially 

uniform magnetic field will move in a circular orbit in the plane perpendicular to the 

direction of the magnetic field.  The Lorentz force (FL, Hz), which is perpendicular to 

both the direction of the magnetic field and the direction of the velocity of the ion, 

causes the ion to travel in this circular orbit [14].  Referred to as the cyclotron 

frequency (fc), this periodic orbit is dependent on the strength of the magnetic field 

(B), charge (q) and the mass of the ion (m) as seen in Equation 2.1 [14]. 
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 ݂c ൌ ௤஻ଶగ௠                                                      2.1 

This equation can be simplified to a more useful form 

 ݂c ൌ ଵ.ହଷହ଺ଵଵൈଵ଴ళ஻௠ ௭⁄                                               2.2 

in which z represents the number of charges, B is the field in Tesla and m is the mass 

of the ion in Dalton [13].  The cyclotron frequency of an ion is independent of kinetic 

energy.  In modern FT-ICR MS systems, the superconducting magnet provides a 

stable and constant magnetic field allowing the mass-to-charge ratio of an ion (m/z) to 

be determined with great precision and high resolution.  In other mass spectrometers 

resolution and accuracy depend on mechanical precision and the stability of electrical 

power supplies.  The stability of the magnet is a key reason for the high performance 

of FT-ICR in comparison to other mass spectrometry detectors. 
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Figure 2.2.  Cyclotron motion of an ion moving perpendicular to the 
direction a magnetic field (B).  The Lorentz force (FL) is 
an inward-directed force produced by the magnetic field 
which drives the circular orbit of charged species. 
Direction of orbiting ions is dependent on charge. 
(Adapted from [16])  

 

2.1.2 Kinetic Energy and Cyclotron Radii 

 Kinetic energy does, however, determine the orbital radius of the 

cyclotron motion.  If cyclotron frequency is converted to angular frequency              

(ωc = 2πfc), then by definition (Equation 2.3) there is a direct relationship between the 

ion velocity perpendicular to the direction of the magnetic field in meters/second (υxy) 

and cyclotron radius in meters (r)  [13,14]. 

 ߱c ൌ జೣ೤௥ ൌ ௤஻௠                                                    2.3 

This equation can also be simplified 
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ݎ   ൌ ଵ.଴ଷ଺ସଶ଻ൈଵ଴షఴሺ௠ ௭⁄ ሻజೣ೤஻                                         2.4 

in terms of mass-to-charge ratio (m/z) and magnetic field (B) [13].  Ions that are 

trapped with thermal kinetic energies will typically have cyclotron radii in the 

micrometer range [14].   This can be demonstrated by looking at a straightforward 

example.  The average x-y translational energy of an ion at equilibrium with the 

temperature of its environment is given by 

 ௠ۃ௩ೣ೤మ ଶۄ ൎ ݇ܶ                                                   2.5 

where k is the Boltzmann constant and T is temperature in Kelvin.  Solving for νxy and 

substituting into Equation 2.4 results in the following relationship. 

ݎ  ൌ ଵ.ଷଷ଺ହଵ଴ൈଵ଴షల௭஻ √݉ܶ                                         2.6 

Using this equation, it can be calculated that at room temperature a singularly charged 

ion with a mass of 1000 u in a 7 tesla magnetic field will have a cyclotron radius of 

104 µm. 

 This relationship between kinetic energy and cyclotron radius is taken 

advantage of during quench, excitation, and fragmentation events (Figure 2.3).  If a 

sinusoidal (rf) voltage is applied to the excitation plates (See Figure 2.1) at the same 

frequency as the cyclotron frequency of the trapped ions, energy will be absorbed by 

the ions driving them outward as their velocities increase.  In a quench event, typically 
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done immediately before the analyte ions are trapped in the ICR cell, the rf voltage is 

applied for a long enough time period or with a great enough amplitude to cause the 

ions to spiral outward until they collide with the cell plates where they are neutralized 

and pumped away by the vacuum system (Figure 2.3).   

 

Figure 2.3. Trapped ions can be excited to higher kinetic energies and larger 
radii by applying rf voltages to the excitation plates (yellow) at the 
same frequencies as the cyclotron frequency of the trapped ions.  This 
process can be used for quench events, fragmentation experiments or 
as part of an excitation/detection sequence.  Detection plates (blue) 
monitor the image current of coherently orbiting excited ions. 
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 Excitation is also used to efficiently detect trapped ions in an ICR cell.   

The initial radii of trapped ions, as discussed previously, are too small to efficiently 

detect.  Ions must first be excited to larger radii to bring them into phase and to move 

them closer to the detection plates (See Figure 2.1).  Similar to a quench event, a rf 

voltage is applied to the excitation plates which drive the ions to larger radii.  For 

detection, however, the excitation time length and amplitude are set so that trapped 

ions are not expelled from the trap (Figure 2.3).  In addition to simply moving the ions 

closer to the detection plates, this process also forces ions of like mass-to-charge ratios 

into cohesive ion packets.  When ions are trapped in the ICR cell the angular position 

of trapped ions is randomly distributed in the plane perpendicular to the magnetic 

field.  Detecting ions in this state would result in an image current with effectively no 

intensity being that every ion would have a ‘partner ion’ exactly 180° out of phase.  

The excitation process alleviates this problem by forcing the ions into phase as 

coherent ion packets.  As an ion packet passes by one of the detection plates they draw 

electrons towards that plate (assuming trapped cations).  As the ions approach the 

second detection plate, electrons are then drawn to it through the connecting circuit.  

This sinusoidal current, referred to as the image current [17], is amplified and digitized 

into a time domain signal or transient (image current vs. time).  Using a Fourier 

transform, the time domain signal is then converted into a frequency domain spectrum 

(intensity vs. frequency) which can be converted into a mass spectrum (intensity vs. 

m/z) using a simple calibration quadratic formula [18].  This process is highlighted in 

Figure 2.4. 
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Figure 2.4. Once excited, (a) ions generate an image current along the circuit 
connecting the detection plates.  This signal is amplified resulting in the (b) 
transient signal which, following a Fourier Transform, a (c) frequency 
domain spectrum is generated.  A quadratic calibration equation is used to 
convert to a (d) mass spectrum.  (Reproduce from [18]) 

 

 The ability to selectively increase an ion’s kinetic energy is also useful 

when performing fragmentation experiments (Figure 2.3).  After trapping the ions in 

the ICR cell, selection of the precursor ion can be done by selectively ejecting all ions 

with m/z values lower and higher than the ion of interest.  Basically, the cyclotron 

frequency of the ion of interest is left out of the rf voltages applied to the excitation 

plates.  Once isolated, the precursor ion can be excited to higher kinetic energies great 

enough to induce fragmentation upon collision with a pulsed neutral gas such as 
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argon.  The kinetic energy (K.E.) of the excited ions can be calculated by rearranging 

Equation 2.3 in terms of translational velocity, νxy.   

.ܭ  .ܧ ൌ ௠௩ೣ೤మଶ ൌ ௤మ஻మ௥మଶ௠                                            2.7 

This can be simplified to the following form [13]. 

.ܭ  .ܧ ൌ ସ.଼ଶସଶ଺ହൈଵ଴ళ௭మ஻మ௥మ௠                                         2.8 

where z is the unit charge, B is the magnetic field (Tesla), r is the cyclotron radius 

(meters) and m is the mass of the ion (Daltons) [13].  After dissociation, the resulting 

fragment ions are collisionally cooled and fall back to the center of the ICR cell 

where, after the neutral gas is pumped away, they can be excited and detected. 

2.1.3 High Performance MS  

The fundamentals of how FT-ICR mass spectrometry is performed leads to a 

unique set of advantages over other mass analyzers.  A major advantage is the ability 

to trap ions for long time periods and then detect all the ions at once.  To detect ions 

with different masses simultaneously all ions must first be excited using a broadband 

excitation event.  Typically this is done using a rapid frequency sweep (rf chirp) where 

a frequency generator applies a series of r.f voltages to the excitation plates over the 

desired frequencies.  The adaptation of traditional ICR experiments to include Fourier 
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Transform data processing [2,3], which enabled multichannel detection, allows the 

whole spectrum to be taken in the time it would take a non-FT system to record a 

single point.  Additionally, the range of ion cyclotron frequencies (kHz-MHz) are very 

easy for modern electronics to process [14].  These advantages have led FT-ICR mass 

spectrometry to the forefront of ultra-high resolution mass spectrometry.   

 Performance specifications of an instrumental technique can be 

approached from many standpoints including dynamic range, resolution, resolving 

power and mass accuracy.  Dynamic range is the range in which ion signal is linear 

with analyte concentration.  Traditionally, resolution for FT-ICR mass spectrometry is 

defined as the full width of a spectral peak at half-maximum of the peak height 

(Δm50%) and resolving power refers to m/Δm50%.  With a dynamic range of 102-105 

[19], FT-ICR MS can produce results with mass resolution in the 106 range, resolving 

power routinely greater than 500,000 and mass accuracy often better than 1 ppm.  

Simply taking into consideration the cyclotron frequency of the analyte ion and 

acquisition time in seconds (Tacq’n)  

௠∆௠ఱబ% ൌ ௙೎்ೌ ೎೜ᇲ೙ଶ                                                2.9 

an estimation of the resolving power can be made.  More accurate theoretical values 

for resolution and resolving power, however, can be calculated using the following 

equations for low pressure detection, where the ICR time-domain signal persists 

throughout the acquisition period [13]. 
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∆݉ହ଴% ൌ ଻.଼ହଽൈଵ଴షఴ௠మ௭஻்ೌ೎೜′೙                                            2.10 

 ௠∆௠ఱబ% ൌ ଵ.ଶ଻ସൈଵ଴ళ௭஻்ೌ೎೜′೙௠                                         2.11 

Again, m is the mass of the ion in Daltons, z is the unit charge on the ion, B is the 

magnetic field strength in Tesla, and Tacq’n is the acquisition time in seconds.  On the 

other hand, experiments in which collisional damping reduces the ICR signal to 

essentially zero are defined as high pressure experiments.  For this case, theoretical 

values for resolution and resolving power can be determined using Equations 2.12 and 

2.13 [13]. 

∆݉ହ଴% ൌ ଷ.ହଽ଴ൈଵ଴షఴ௠మ௭஻௞೏ೌ೘೛                                          2.12 

 ௠∆௠ఱబ% ൌ ଶ.଻଼ହൈଵ଴ళ௭஻௞೏ೌ೘೛௠                                      2.13 

In these equations kdamp represents the collisional damping constant as defined by 

Equation 2.14 where mneutral and mion are the masses of the neutral and ion (Da) 

respectively [13]. 

ଵ௞೏ೌ೘೛ ൌ ௠೙೐ೠ೟ೝೌ೗௠೔೚೙ା௠೙೐ೠ೟ೝೌ೗  ௖௢௟௟௜௦௜௢௡                               2.14ݒ



 16

The number of ion-molecule collisions per second (νcollision) can be determined using 

collision capture theory [20].  If ion-molecule collisions resulted in reaction, then 

number of ion-molecule collisions per second would be the same as a pseudo first-

order rate constant for a collision rate limited reaction.  If the pressure in the ICR cell 

is known, then vcollision can be determined from the theoretical bimolecular rate 

constant.  Further explanation can be found in Section 2.1.4.    

2.1.4 Gas Phase Ion-Molecule Reactions 

  

 The FT-ICR mass spectrometer also has the unique advantage of being a 

nondestructive ion trap capable of storing ions for hundreds of seconds.  The ICR cell 

can be equated to a gas phase ‘beaker’ that can monitor reactions between stored ions 

and neutral gas phase reactants in real time.  Gas phase ion-molecule reactions can be 

used to understand complex solution processes [21].  In addition to being able to 

isolate single reactant ions prior to reaction, gas phase reactions in a FT-ICR mass 

spectrometer can be controlled so that reaction intermediates resulting from 

elementary steps towards a final reaction product are often observed.  Furthermore, 

since the reactions are monitored in real time, kinetic information can be extracted.  

The Ridge group has long been at the forefront in the field of gas phase ion-molecule 

reactions [22-39] and the current contribution applies this insightful approach to the 

field of environmental chemistry in the study of metal sulfide cluster formation. 
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 Kinetic studies of gas phase ion-molecule reactions using FT-ICR mass 

spectrometry are done by exposing trapped ions to a neutral reactant gas held at 

constant pressure for various reaction times in the ICR cell.  The concentration of the 

neutral gas, in this case H2S, is far greater than that of the trapped ions making [H2S] 

effectively constant over the duration of the experiment justifying a pseudo first-order 

approximation.  The bimolecular rate constant (݇௫ଶ) and [H2S] can then be written as a 

pseudo first-order rate constant (݇௫ଵ).   

݁ݐܽݎ ൌ ݇௫ଶሾClusterሿ[H2Sሿ ൌ ݇௫ଵሾClusterሿ                            2.15 ݇௫ଵ ൌ ݇௫ଶ[H2S]                                                 2.16 

The reaction can then be kinetically described completely in terms of concentration for 

the cadmium cluster reactant ion. To experimentally determine ݇௫ଵ the plot of the 

relative intensity vs. time for the reactant can be fit using nonlinear regression to the 

appropriate integrated rate equation.  Generating integrated rate equations for complex 

reaction schemes can prove troublesome, therefore, for simplicity and to maintain 

consistency ionic cadmium clusters were grouped into ‘families’ of clusters based on 

the number of sulfur atoms added (Sx) upon reaction with H2S(g).  This treatment 

allows for a simplistic approach  

ܵ଴ ൌ 1݁ି௞భభ௧                                                  2.17 

 

ଵܵ ൌ ௞భభ௞మభି௞భభ ൫݁ି௞భభ௧ െ ݁ି௞భభ௧൯                                      2.18 
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ܵଶ ൌ ݇ଵଵ݇ଶଵ ൬ ௘షೖభభ೟൫௞మభି௞భభ൯൫௞యభି௞భభ൯ ൅ ௘షೖమభ೟൫௞భభି௞మభ൯൫௞యభି௞మభ൯ ൅ ௘షೖయభ೟൫௞భభି௞యభ൯൫௞మభି௞యభ൯൰           2.19 

 

 ܵ௫ ൌ ݇ଵଵ … ݇௫ିଵଵ ൬ ௘షೖభభ೟൫௞మభି௞భభ൯൫௞యభି௞భభ൯…ሺ௞భೣି௞భభሻ ൅ ௘షೖమభ೟൫௞భభି௞మభ൯൫௞యభି௞మభ൯…ሺ௞భೣି௞మభሻ ൅
     … ௘షೖభೣ೟൫௞భభି௞భೣ൯൫௞మభି௞భೣ൯…ሺ௞ೣషభభ ି௞భೣሻ൰ 

                                                                                       

using only sequential integrated rate equations (See Equations 2.17-2.20) to describe 

the process of cadmium sulfide formation.  It should be noted that because only one 

isotope was monitored for each cluster and isotopic distributions can vary greatly with 

the addition of multiple sulfur atoms, relative intensities were normalized using an 

isotopic adjustment factor (Iiso).  

௜௦௢ܫ ൌ ∑ Theoretical Abd. for all Isotopes
Abd.of the Monitored Isotope

                                    2.21 

 Collision capture theory can be used to determine the H2S reactant gas 

pressure, as described by Ridge [20], by calculating the theoretical bimolecular rate 

constant (݇௖௢௟௟′௡ଶ ) of a collision rate limited pseudo-first order process.   

ሾܪଶܵሿ ൌ ௞భೣ௞೎೚೗೗′೙మ                                                   2.22 

The fastest observed pseudo first-order reaction (݇ଵଵ = 2.85 s-1) between a cadmium 

cluster and hydrogen sulfide 

2.20 
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Scheme 2.1 

[CdሺNO3ሻሺCH3OHሻ]+ + H2Sሺgሻ
       4×10-9torr         
ሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ [CdሺSHሻሺCH3OHሻ]++HNO3 ݇ଵଵ ൌ 2.85 േ 0.27s-1 

was assumed to be collision rate limited.  The bimolecular collision rate can be 

calculated using the relationship  

௞೎೚೗೗′೙మ௞ಽ ൌ 0.9754 ൅ ሺఛ √ଶൗ ା଴.ହ଴ଽሻమଵ଴.ହଶ଺              0 ൏ ߬ ൏ 2√2           2.23 

where τ, a dimensionless parameter, can be defined by 

  ߬ ൌ ′஽ߤ85.11 ቀ ଵఈ′்ቁଵ ଶൗ
                                           2.24 

using the dipole moment (H2S: µD’ = 0.97 D) and volume polarizability                

(H2S: α’=3.67 Å3).  The Langevin rate constant (kL), which is directly proportional to 

the number of charges on the ion (Z), can be calculated  

݇௅ ൌ 2.342ܼ ቀן′ఓ′ቁଵ ଶൗ 10ିଽ cmଷmoleculeିଵsିଵ                 2.25 

using the volume polarizability of H2S and the reduced mass (µ’) of the ion and 

neutral.  In this case, for the reaction between H2S and [Cd(NO3)(CH3OH)]+          

(µ’= 29.193 Da), the collision rate limited bimolecular rate constant is found to be   

1.22x10-9 cm3molecule-1s-1.  Furthermore, the theoretical hydrogen sulfide pressure in 

the ICR cell is calculated to be 6.62x10-8 torr using Equation 2.15.  It should be noted 

that this exercise substantiates our initial assumption that the fastest pseudo first-order 
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process for observed cadmium clusters (Scheme 2.1) is collision rate limited.  

Although the UHV instrument pressure reading is 4.0x10-9 torr for this reaction, it is 

know that the gauge is inaccurate by slightly more than an order of magnitude when 

the instrument is in the magnetic field.  Therefore, The calculated H2S pressure of 

6.62x10-8 torr and the assumption that the reaction of [Cd(NO3)(CH3OH)]+ with H2S is 

collision rate limited is reasonable. 

 For comparison between gas phase ion-molecule reactions, a more useful 

measure than pseudo first-order or bimolecular rate constants is reaction efficiency 

(k/kc).  The reaction efficiency for a given process can be defined as the probability of 

a single collision leading to reaction product(s).  With the assumption that the reaction 

of [Cd(NO3)(CH3OH)]+ with H2S is 100% efficient (k/kc =1.00), a simple equation can 

be written 

௞௞೎ ൌ ௞భೣଶ.଼ହ sషభ ቀ ఓೣ′ଶଽ.ଵଽ Da
ቁଵ ଶൗ ቀସൈଵ଴షవtorr௉ೣ ቁ                         2.26 

to calculate efficiencies for reactions with H2S using experimentally determined 

pseudo first-order rate constants (݇௫ଵ) and taking into consideration differences in 

reduced mass (µ’x) and H2S pressure (Px).  It should be noted that because the highest 

experimental error was observed for the collision rate limited process (2.85±0.27 s-1) 

no calculated efficiency can have better than ~10% accuracy using Equation 2.19. 
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2.2 Electrospray Ionization 

Ionization is essential for the manipulation and analysis of chemical 

species using mass spectrometry.  The entirety of the work described herein was done 

using electrospray ionization in combination with FT-ICR mass spectrometry.  

Electrospray ionization (ESI), introduced in 1945 by Yamashita and Fenn [40,41], is 

referred to as a ‘soft’ ionization technique which is capable of transferring both 

covalently and non-covalently bound species to the gas phase without inducing 

dissociation upon ionization (Figure 2.5).  Electrospray ionization is done by forcing a 

liquid, consisting of the analyte and solvent, through a conducting capillary.  The 

potential applied to the capillary (~2-3 kV) causes charge separation in solution 

resulting in the formation of a “Taylor cone” at the tip of the capillary [42].  If the 

voltage is above a certain threshold, the Taylor cone will emit a jet of charged liquid 

droplets initiating the electrospray ionization process.  Much work has been done to 

understand the mechanism for the transfer of ions from solution to the gas phase by 

this process [43-53].  It has been found that as the large highly-charged initial droplets 

begin to evaporate, the droplet is distorted as thin protrusions form.   Secondary 

droplets are ejected from the tip of the protrusions in a similar process of that observed 

for Taylor cones.  This sequence repeats itself until nanometer-sized droplets are 

formed at which time there is some debate as to the final steps of the mechanism by 

which gas phase ions are produced. 
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The two competing theories for final transfer of ions to the gas phase is 

the charge residue model (CRM) and the ion evaporation model (IEM) [54].  The 

charged residue model, originally put forth by Dole [55], suggests that solvent 

evaporation causes instability in the secondary droplets resulting in “Coulombic 

explosions.”  Ultimately, this mechanism produces a droplet with a single analyte 

molecule and residual charge.  Free gas phase ions are produced as the remaining 

solvent evaporates and the analyte retains the droplet’s charge.  On the other hand, 

Iribarne and Thomson have proposed the ion evaporation model [56,57].  They 

proposed that as droplets become smaller the surface fields become strong enough to 

overcome solvation forces and transfer anlyte ions from the droplet surface into the 

gas phase.  Although there has been much debate over which mechanism is more 

accurate, recently there has been a certain level of compromise [43,58]. It is now 

believed that smaller ions may enter the gas phase via the ion evaporation model 

[58,59]while the inability of larger ions to desorb from the surface of droplets leads to 

the charge residue mechanism [60-62]. 

 

2.3 Instrumentation 

2.3.1 PNNL 6T FT-ICR MS 

The collaborative research project with Julia Laskin at Pacific Northwest 

National Laboratory involving fragmentation energetics of Angiotensin II was done 

using their specially fabricated 6 tesla FT-ICR mass spectrometer shown in Figure 2.6 

[63].  The instrument has been specially designed to produce time- and energy-



 24

resolved Surface Induced Dissociation (SID) spectra.  Ions are produced using 

electrospray ionization (ESI emitter, 2.2 kV) at atmospheric pressure (Section 2.2) and 

enter through a heated stainless steel capillary (150 °C).  Ions are efficiently 

transferred into the high vacuum region and focused into a beam using an 

electrodynamic ion funnel [64].  The ion beam then passes through a series of 

quadrupoles used for collisional focusing, mass selection and ion accumulation 

referred to as the Ion Source Region.  Typical accumulation times range from 0.1-0.3 

seconds, and accumulation is done at elevated pressure (2x10-3 Torr) to allow 

internally excited ions to collisionally relax prior to entering the ICR cell.  Ions are 

then extracted from the accumulation quadrupole and enter the ICR cell where they 

collide with the SID surface in MS/MS experiments.  After collision, ions are captured 

by raising the trapping potentials (10-20 V).  Ion collision energy is determined by the 

difference in potential between the accumulation quadrupole and the rear trapping 

plate of the ICR cell.   
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Surface Induced Dissociation in combination with FT-ICR mass 

spectrometry is particularly advantageous for a number of reasons.  One of the more 

simplistic dissociation techniques, SID is performed by simply colliding ions with a 
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surface and observing the resulting fragments. In comparison to other collisional 

fragmentation techniques such as SORI-CID (See Section 2.3.2), large amounts of 

energy can be deposited into a molecule in a very short time.  The distribution of 

internal energies of ions colliding with a surface is also much narrower than that of 

other techniques [65].  Additionally, sampling time is greatly reduced in SID because 

there is no introduction of a collision gas and subsequent removal of the gas prior to 

detection.  SID experiments were done using a surface composed of a 2 µm film of 

carbon vapor deposited diamond on a titanium surface prepared by P1 Diamond Inc.  

In addition to varying the SID collision energy, time-resolved data can also be 

recorded by adjusting the delay time between collision with the surface and detection.  

The generated time- and energy-resolved parent ion survival curves can then be 

modeled using RRKM theory to gain insight into the energetics of the observed 

fragmentation channels.  These calculations, done by Julia Laskin, will be described in 

more detail in Section 3.1.1. 

 

2.3.2 Bruker 7T Apex Qe FT-ICR MS  

All the work done involving cadmium clusters, both solution experiments 

and gas phase ion-molecule reactions, were done using a 7 tesla Bruker Apex Qe FT-

ICR mass spectrometer, as seen in Figure 2.7 (Bruker Daltonics, Billerica, MA).  The 

instrument can be simplified into four basic regions: the ions source, Qh interface, ion 

transfer optics and the detector.  From introduction to detection, the ions pass through 

six pumping stages controlled by four turbo-molecular pumps (TP1-TP4) and two 



 27

mechanical roughing pumps.  Under normal operating conditions, the ultra-high 

vacuum (UHV) region is maintained at a pressure of ~5x10-10 Torr. 
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Ions produced by electrospray ionization (Section 2.2) at atmospheric 

pressure are directed through a glass capillary into Vacuum Stage 1 by a significant 

voltage differential (assuming cations: -3 kV).  The ions are then directed orthogonally 

into the first ion funnel where they are focused into a defined ion beam using a 

combination of d.c. and rf voltages.  The beam is decelerated and collisionally cooled 

as they pass through the second ion funnel into the Source Hexapole.  Although this 

hexapole can be used to accumulate ions, in all experiments presented here it was used 

simply as a guide to pass the ion beam along from the Ion Source region to the Qh 

Interface.  

The Qh Interface is a powerful aspect of the instrumental set-up allowing 

for mass selection, accumulation, fragmentation and ion-molecule reactions to occur 

before being trapped in the ICR cell.  Ions first pass through the Mass Selective 

Quadrupole where, if necessary, a window of m/z values can be selected to continue 

into the Collision Cell where they can be accumulated for a specified time.  The 

Collision Cell is typically at an elevated pressure of Argon (~1x10-3 Torr) so that if the 

ions are brought into the cell gently (collision voltage: -2 to +1V) they are simply 

stored (0.1-1.5 sec) and collisionally cooled.  The Collision Cell voltage differential 

can be adjusted (-2 to -10 V) to bring the ions into the cell more violently, fragmenting 

the ions via collision-induced dissociation with Argon.  Additionally, argon can be 

exchanged for a reactant gas to carry out gas phase ion-molecule reactions in the 

Collision Cell.  There is little kinetic control over the reaction using this technique 

because the pressure in the Collision Cell is orders of magnitude greater than that in 

the ICR cell and introduction flow rates have minimal control.  After accumulation in 
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the Collision Cell, ions pass through a series of Transfer Ion Optics on their way to the 

ICR cell. 

The ICR cell is a cylindrical ion trap which confines ions axially using 

two trapping electrodes (See Figure 2.1).  Under normal conditions, once trapped, ions 

are simply excited and detected.  The instrument has the capability to perform 

fragmentation experiments a number of ways within the ICR cell including Infrared 

Multiphoton Dissociation (IRMPD), Electron Capture Dissociation (ECD) and 

Sustained Off-Resonance Irradiation Collision Induced Dissociation (SORI-CID).  For 

IRMPD an infrared laser is directed through the center of the ICR cell through a 

window on the back side of the vacuum chamber.  If the trapped ions are able to 

absorb at the IR frequency of the laser, they will absorb multiple photons causing them 

to be excited to higher vibrational states until unimolecular dissociation occurs.  If the 

trapped ions are multiply protonated species then ECD can be used as a fragmentation 

method.  ECD is an electron-capture experiment where the trapped ions are bathed in 

low energy electrons.  Protons on the trapped ions can take on a free electron to form 

highly reactive hydrogen radicals.  The hydrogen radicals are then free to attack bonds 

resulting in fast, localized, dissociation.  Finally, SORI-CID is a fragmentation 

technique in which off-resonance (500-2000 Hz) excitation is used in combination 

with a short (~0.25 sec), high pressure collision gas pulse (Argon Peak Pressure: 

~8x10-8 Torr) in the ICR cell.  Both the amplitude of the off-resonance excitation 

voltage (SORI Power: ~0.2%) and the collision gas pulse length can be specified.  

Off-resonance excitation drives the radii of the cyclotron motion to expand and 

contract (i.e. oscillating ion kinetic energy) as the excitation rf voltages goes in and 
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out of phase with the cyclotron frequency.  This process allows SORI-CID to induce 

fragmentation by slowly increasing the internal energy through multiple collisions.   

For kinetic ion-molecule reaction experiments (See Section 2.1.4), ions 

can be stored for various time periods in the ICR cell at elevated pressures.  Neutral 

reactant gases are introduced through a high precision Variable Leak Valve that has 

been added to the UHV Pulsed Valve Inlet.  The reactant gas is introduced to the 

system through an external reservoir that is typically filled to a pressure of ~5 Torr.  

The pressure in the UHV region can then be raised to a constant reaction pressure, 

typically in the 10-9 Torr range, by slowly leaking the contents of the reservoir using 

the Variable Leak Valve. The instrument is operated as if performing a SORI-CID 

experiment except for that the SORI power is set to 0%.  The SORI pulse length 

specifies the delay time that the ions are exposed to the neutral reactant gas prior to 

detection.  Kinetic experiments can be done by varying this delay time. 
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Chapter 3 

FRAGMENTATION PATTERNS OF OXIDIZED PEPTIDES ELUCIDATED 
BY SID, RRKM MODELING, AND MOLECULAR DYNAMICS 

 

3.1 Introduction 

The possibility of detrimental human health and environmental effects 

from ozone exposure [1-27] has prompted a number of studies of ozone oxidation of 

amino acids and peptides [28-32].   Prolonged human exposure to high ozone levels 

have shown to cause negative health effects including dry eye syndrome [19] and 

decreased respiratory function [18].  Environmentally, ozone can cause degenerative 

effects on animal lung function and plant health [12,13,25].  Spectroscopic studies 

have found Met, Trp, Tyr, Cys, His, and Phe to be the most vulnerable to oxidation 

after exposure to ozone in aqueous solution [29-32].  In addition, ESI MS/MS 

experiments of the ozone reaction products of single amino acids and small peptides 
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were done to determine the resulting product structures of the oxidized amino acid 

residues [28]. 

A recent study has addressed the rates of ozone oxidation and the 

mechanism of ozonolysis in aqueous solution for angiotensin II (DRVYIHPF) and the 

analogs DRVYIAPA and DRVAIHPA using mass spectrometry [33].  Although other 

minor oxidation products were observed, the primary reaction products following 

exposure to ozone were found to result in the addition of one oxygen atom to Tyr 

(AngII+O) and three oxygen atoms to His (AngII+3O).  MS/MS spectra for the 

oxidation products exhibited some fragmentation processes that were distinct from the 

usual patterns observed in peptides with acidic amino acid side chains [34].  It was 

important to establish that the observed fragment ions were consistent with suggested 

structures of the oxidized peptides.   The present examination of the energetics and 

dynamics of the collisional fragmentation of oxidized peptides is intended to provide a 

basis for relating postulated structures of the oxidized peptides to the observed 

MS/MS differences.  Energetic and dynamic results of the kind reported here have not 

been previously available for oxidized peptides, so the results may facilitate studies of 

peptide oxidation by improving our ability to assign structures to the resulting 

oxidized peptides.  

Elucidation of the collisional fragmentation patterns of oxidized peptides 

also pertains to a protein characterization method referred to as oxidative footprinting 

[35-47].  In this technique three-dimensional structures and conformational changes of 

proteins and protein complexes are examined by observing the oxidation reactivity of 

the solvent accessible amino acid side chains.  The experiment is designed so that the 

time scale of oxidation exposure is shorter than the time necessary for major structural 
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rearrangement.  Following the oxidation reaction, the target protein is then analyzed 

using traditional bottom-up proteomic methods in which the target undergoes 

enzymatic cleavage and the resulting peptides are sequenced using MS/MS.  Specific 

information on the energetics and dynamics of oxidized peptide fragmentation could 

be useful in using collisional fragmentation of digest fragments to locate oxidation 

sites.  

Qualitative studies of collisional fragmentation processes, even when the 

collision energy is varied, do not provide such important energetic and dynamic 

quantities as threshold energies and entropies of activation.  These quantities can only 

come from measurements of rate constants as a function of internal energy.  The 

results reported here were obtained using a unique method which combines energy-

resolved Surface Induced Dissociation (SID) and Fourier Transform Ion Cyclotron 

Resonance Mass Spectrometry (FT-ICR MS).  A packet of ions of selected 

translational energy collides with a prepared surface at a known collision time. The 

collisional reaction products are caught in the FT-ICR MS trap and sampled at known 

reaction times.  The determination of fragmentation rate constants as a function of 

internal energy, and hence threshold energies and activation entropies from the 

resulting data, has been described [48].  The methodology has been applied to the 

dissociation reactions of a number of model peptides providing a context for the 

present results [49-59].  Particularly relevant are results for the model peptides 

LDIFSDF, LDIFSDFR, RLDIFSDF, and LEIFSEFR [56] as well as angiotensin II 

(DRVYIHPF) and the relative analogs RVYIHPF, RVYIHAF, and RVYIHDF [55].  

These studies provide particular insight into selective charge-remote fragmentations 

involving aspartic acid amino acid residues.  Dissociation thresholds (E0) for charge-
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remote selective cleavages involving aspartic acid were found to be similar to E0 for 

nonselective charge-directed dissociation pathways.  In addition, large negative 

entropy values are observed for peptides with arginine residues due to the extensive 

rearrangements associated with selective fragmentation mechanisms. Similarly, 

arginine containing peptides with methionine sulfoxide modifications were found to 

fragment selectively at the methionine sulfoxide in a charge-remote process associated 

with a large negative activation entropy.  Given the structures postulated for the 

oxidized peptides, charge-remote mechanisms might account for several of the 

unusual selective fragment ions observed for the ozonolysis reaction products of 

angiotensin II.  In the present study when a negative entropy of activation was 

observed, suggesting a constrained transition state, molecular dynamics calculations 

were done to probe primary ion conformations for the proposed structures of the 

oxidation products that could lead to the observed fragmentation patterns.  The 

activation entropy and the molecular dynamics thus provided constraints on the 

proposed mechanism that strengthen the validity of the assigned oxidized peptide 

structure.  

Applicable to the field of mass spectrometry for the analysis of both 

environmentally significant biomolecular ozonolysis products and bioanalytically 

significant protein-footprinting experiments, this study aims to build on the current 

literature by addressing the need for understanding gas-phase dissociation mechanisms 

of oxidized peptides during MS/MS experiments.  Our focus is centered on how 

oxidative stress, resulting in modification to Tyr and His residues, affect selective 

fragmentation patterns of angiotensin II from an energetic and mechanistic 

perspective. 
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3.2 Experimental 

Angiotensin II (DRVYIHPF) was purchased from Sigma-Aldrich (St. 

Louis, MO) and HPLC grade acetonitrile and methanol were purchased from Fisher 

Scientific (Fair Lawn, NJ).  Aqueous peptide solutions (~143 µM) were prepared 

using deionized water (Millipore, Bedford, MA).  Oxidation reactions were conducted 

by flowing ozone over peptide solutions for up to 21 min with a flow rate of           

~1.2 L/min.  Ozone was generated using an ozone generator model PZ5 (Prozone 

International, Inc., Huntsville, Al).  Peptide solutions were diluted 1:1 with methanol 

or acetonitrile for electrospray experiments. 

  Analysis was done using a specially fabricated 6T FT-ICR mass 

spectrometer (Pacific Northwest National Laboratory, Richland, WA).  Ions are 

produced using electrospray ionization (ESI emitter, 2.2 kV) at atmospheric pressure 

and enter through a heated stainless steel capillary (270 V).  An ion funnel [60] is then 

used to efficiently transfer the ions to the high vacuum region of the instrument where 

they pass through a series of quadrupoles used for collisional focusing, mass selection 

and ion accumulation.  The front plate of the funnel is kept at 270 V while the back 

plate is set to 25-35 V.  The dc offsets for the three quadrupoles are set to 15-25 V,    

5-10 V and 2-6 V respectively.  Typical accumulation times range from 0.1-0.3 

seconds and is done at elevated pressure (2x10-3 Torr) to allow internally excited ions 

to collisionally relax prior to entering the ICR cell.  Ions are then extracted from the 

accumulation quadrupole and enter the ICR cell where they collide with the SID 

surface in MS/MS experiments.  After collision, ions are captured by raising the 

trapping potentials (10-20 V).  Ion collision energy is determined by the difference in 

potential between the accumulation quadrupole and the rear trapping plate of the ICR 
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cell.  SID experiments were done using a surface composed of a 2 µm film of carbon 

vapor deposited diamond on a titanium surface prepared by P1 Diamond Inc. (Santa 

Clara, CA).  A reaction delay of 1 s was used for fragmentation reactions over a range 

of collision energies from 23-81 eV using 2 eV increments.  Energy-resolved 

fragmentation efficiency curves were generated from experimental mass spectra by 

plotting the relative abundance of primary ions and the resulting fragment ions as a 

function of collision energy.  A more detailed description of the instrument can be 

found elsewhere [61].  Given the known structures of the precursor ions, most of the 

fragments can be unambiguously identified from their mass numbers.  We note, 

however, that the agreement between the observed and theoretical fragment masses is 

consistent with the estimated 5 ppm accuracy of the calibrated mass scale of the SID 

spectra. 

3.2.1 RRKM Modeling 

Collision energy-resolved fragmentation efficiency curves (FECs) were 

modeled by Dr. Julia Laskin (Pacific Northwest National Laboratory, U.S. Department 

of Energy, Richland, WA) using a previously discussed RRKM-based method        

[62, 63].  Two dissociation rate constants were used for the total ion decomposition to 

account for the slow and fast fragmentation, as indicated schematically below: 
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Time-dependent fragments 

ktotal=kslow+kfast 
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Microcanonical rate constants as a function of internal energy for the slow 

channel were calculated using the RRKM expression.  For the fast reaction pathway 

the rate-energy dependence is very sharp and is best described by a step-function 

originating from the assumed threshold energy [57]. 

Fragmentation probability as a function of the internal energy of the 

primary ion and the experimental observation time (tr), F(E, tr), is given by: 

   

                                   3.1 

where krad is the rate constant for radiative cooling of the excited ion.  The energy 

deposition function was described by the following analytical expression: 

                                                                                                                                                  

  3.2 

 

where l and Δ are parameters, C = Γ(l+1)[f(Ecoll)]l+1 is a normalization factor, and 

f(Ecoll) has the form: 

f(Ecoll) = A2E2
coll + A1Ecoll + A0                                    3.3                           

where A0, A1, and A2 are parameters, and Ecoll is the collision energy.  

Finally, the normalized signal intensity for a particular reaction channel is given by the 

equation: 
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 Collision energy-resolved survival curves were constructed using the 

above procedure and compared to the experimental data.  The energy deposition 

function, based on time and energy-resolved FEC data of angiotensin II from previous 

studies [56], was held constant for each oxidation product. Fitting parameters included 

the critical energy and the activation entropy for the total decomposition of the 

precursor ion.  The quality of the fits was confirmed using sensitivity analysis 

described previously [63]. 

 Vibrational frequencies of precursor ions were obtained from the 

frequency model provided by Christie and co-workers [64].  Vibrational frequencies 

for the transition state were varied by adjusting vibrational frequencies for the 

transition state which were estimated by removing one C-N stretch (reaction 

coordinate) from the parent ion frequencies as well as adjusting all frequencies in the 

range of 500-1000 cm-1 to obtain the best fit with experimental data.  The resulting 

frequencies were used to calculate entropies of activation at 450 K. 

3.2.2 Molecular Dynamics Calculations 

Molecular dynamics calculations were done using the Insight II software 

package from Biosym Technologies (San Diego, CA).  Peptides were constructed 

using the amino acid database of the Biopolymer module.  Both the N- and C-terminus 

of all peptides were capped with hydrogen atoms and left neutral.  A proton was 

placed on the most basic site (DR+VYIHPF) or as indicated below on a site 

appropriate for a particular charge driven decomposition mechanism.  Peptide 

modification was done using the Fragment Library within the Biopolymer module.  

Modification to the Tyr residue was done by replacing the appropriate hydrogen atom 
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of the side chain with a hydroxyl group while His modification was done by 

substituting an Ala residue for His and constructing the oxidized His* residue from Ala 

using aldehyde and amide functionalities.  Minimization and dynamics calculations 

were performed using the Discover Module.  Steepest decent minimization was done 

for 1500 iterations using the CFF91 force field.  Following minimization, molecular 

dynamics experiments were performed at 400 K for 100,000 cycles (100 ps).  

Intramolecular hydrogen bonds were observed by turning on the hydrogen bonding 

feature using default parameters.  

3.3 Results and Disscussion 

3.3.1 Fragmentation Pathways 

Singly charged ESI FT-ICR mass spectra of angiotensin II and the 

oxidation products resulting from ozonolysis along with surface-induced dissociation 

mass spectra (43 eV) for angiotensin II and the AngII+O, AngII+3O, and AngII+4O 

adducts—DR+VYIHPF, DR+VY*IHPF, DR+VYIH*PF, and DR+VY*IH*PF—are 

shown in Figure 3.1.  Additionally, detailed peak lists for 60 eV spectra can be found 

in Appendix B.  The parent ion spectrum of the reaction solution shows the major 

oxidation products to be AngII+O, AngII+3O, and AngII+4O (Figure 3.1a). Accurate 

mass measurements confirmed the molecular formula of each ozonolysis adduct.  SID 

data shows AngII and all oxidation products selectively fragment C-terminal to the 

aspartic acid residue (D) forming the y7, y7+O,  y7+3O, and [y7+4O]+-71 dissociation 

products respectively (Figure 3.1b-d).  Selective fragmentation C-terminal to acidic 

residues (aspartic or glutamic acids) is typical of peptides when the number of ionizing 

protons is less than or equal to the number of basic sites [34].  Modification to the Tyr 
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residue, DRVY*IHPF (AngII+O), results in the selective formation of the b4+O 

(Figure 3.1c) ion while oxidation of the His residue, DRVYIH*PF (AngII+3O), opens 

selective fragmentation channels resulting in the formation of the [MH+3O]+-45,  

[MH+3O]+-71, b5, and [MH+3O]+-88 ions (Figure 3.1d).  The AngII+4O oxidation 

product fragments to form ions associated with modification to both Tyr and His, 

DRVY*IH*PF, including the [MH+4O]+-45,  [MH+4O]+-71, [MH+4O]+-88, b5+O 

and b4+O fragments. 
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 Unmodified angiotensin II selectively fragments to form the y7 ion 

resulting from charge-remote cleavage C-terminal to the aspartic acid residue    
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(Figure 3.1b).  This cleavage has been rationalized in terms of the “mobile” proton 

model   [65, 66].  According to the model, arginine (R), being the most basic site on 

the molecule, sequesters the single ionizing proton preventing unselective charge-

directed fragmentations at low collision energies.  With the charge on the guanidine 

functionality of the Arg+ side chain, the acidic side chain of aspartic acid can induce 

selective fragmentation through interaction with the peptide backbone. This common 

dissociation pathway has been described mechanistically in a number of studies      

[65-71].  According to one frequently proposed charge-remote fragmentation 

mechanism involving Asp residues, the hydroxyl hydrogen of the aspartic acid side 

chain can hydrogen bond with the carbonyl oxygen of the peptide backbone promoting 

a cis-1,2-elimination reaction leading to backbone cleavage C-terminal to the acidic 

side chain [66-68, 71].  In this mechanism the Asp residue plays no part in the 

solvation of the charge sequestered on the Arg side chain (Scheme 3.1a).  

Alternatively, others have proposed that the selective fragmentation C-terminal to 

aspartic acid is driven by the formation of a salt bridge between the protonated Arg 

residue and the Asp side chain [66, 69, 70].  This mechanism is still charge-remote 

with the proton sequestered at the guanidine of the Arg+ residue, however, the charge 

is solvated by the Asp side chain resulting in an intramolecular salt-bridge 

intermediate (Scheme 3.1b). In both cases, the charge remains with the protonated 

Arg+ residue which is C-terminal to the dissociated peptide bond, resulting in a y-type 

fragment ion.  Aside from the y7 fragment, the SID spectrum of AngII also shows a 

significant peak resulting from the loss of water from the parent ion (MH+-H2O).  

Additional peaks are a result of minor non-selective fragment ions. 
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SID of the AngII+O oxidation product results in the selective formation of 

the y7+O and b4+O fragment ions (Figure 3.1c).  As observed in unmodified AngII, 

the most basic site of the AngII+O adduct is Arg making it the most likely site to 

accept the single ionizing proton resulting in charge-remote dissociation processes at 

low energies.  The y7+O ion, just as it is in unmodified AngII, is driven by the 

interaction between the Asp sidechain and the peptide backbone.  Addition of one 

oxygen atom in the ozonolysis of AngII results from the oxidation of Tyr forming  

3,4- or 2,4-dihydroxyphenylalanine [28].  The additional hydroxyl group of the 

modified Tyr* residue can mimic aspartic acid by interacting with the peptide 

backbone C-terminal to the Tyr* residue resulting in charge-remote dissociation of the 

peptide bond between Tyr* and Ile.  This is shown in Scheme 3.2 and results in the 

formation of the b4+O fragment ion.  This mechanism parallels the process shown in        

Scheme 3.1a for the formation of the y7 fragment.  It is noteworthy that the Scheme 

3.2 mechanism requires oxidation of the Tyr at the 2-position forming the                     

2,4-dihydroxyphenylalanine oxidation reaction product.  A hydroxyl group at the       

3-position could not interact with the peptide backbone C-terminal to Tyr*.   
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The selective b4+O cleavage is pertinent to the two mechanisms shown in 

Schemes 3.1a and 3.1b for charge-remote processes involving aspartic acid.  The 

modified Tyr* residue, similarly to aspartic acid, can drive C-terminal charge-remote 

dissociation mechanisms at low internal energies.  However, unlike the Asp residue, 

Tyr* cannot form a salt bridge with the protonated Arg+ residue suggesting that the 

salt-bridge intermediate is unnecessary for fragmentation C-terminal to Asp residues.  

Other ions present in the 43 eV SID spectrum of AngII+O are the loss of water 

([MH+O+]-H2O), the internal fragment RVY+O, and minor non-selective fragment 

ions. 

Scheme 3.2 

b4+O 
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Fragmentation of the AngII+3O oxidation product results in the selective 

formation of the y7+3O, [MH+3O]+-45,  [MH+3O]+-71, b5, and [MH+3O]+-88 ions 

(Figure 3.1d).  Fragmentation patterns using SID are consistent with previous studies 

that have shown the AngII+3O ozonolysis product to stem primarily from oxidation of 

the His residue in which three oxygen atoms are inserted into the side chain, opening 

the His ring, finally resulting in the 2-amino-4-oxo-4-(3-formylureido)butanoic acid 

structure [28].  The most basic site on the DRVYIH*PF is still the Arg residue, 

however, the modified His* side chain is also capable of delocalizing the charge 

associated with protonation and might compete for the single ionizing proton.   As in 

the case of unmodified angiotensin II, the y7+3O fragmentation pathway is a charge 

remote process resulting from acidic interaction between the hydroxyl hydrogen of the 

aspartic acid side chain and the peptide backbone with the charge localized on either 

the Arg or the His* residues.   

Scheme 3.3 shows the proposed charge-remote mechanisms for the 

formation of the [MH+3O]+-45 and [MH+3O]+-71 fragment ions.  With the singly 

ionizing proton sequestered by the Arg+ residue, intramolecular hydrogen bonding can 

occur within the His* side chain forming a hydrogen bond between the hydrogen atom 

of the first amide group of the His* side chain relative to the peptide backbone and the 

formyl oxygen atom of the His* side chain.  The proton can then be transferred, 

breaking the peptide-like bond of the His* side chain between the second carbonyl 

carbon atom and the second amide nitrogen from the peptide backbone resulting in the 

loss of neutral CH3NO and the formation of the [MH+3O]+-45 fragment ion.  

Similarly, a hydrogen bond can form within the His* side chain between the hydrogen 
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atom of the second amide group and the oxygen atom of the first carbonyl group from 

the peptide backbone.  This interaction drives the dissociation of the peptide-like bond 

between the nitrogen atom of the first amide nitrogen from the peptide backbone and 

the carbon atom of the second carbonyl group.  This fragmentation pathway producing 

the [MH+3O]+-71 ion loses neutral C2HNO2.  
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As mentioned above, the relative basicity of oxidized His* allows it to 

compete with Arg for the single ionizing proton.   It is proposed that as the collision 

energy increases sufficient internal energy becomes available to transfer the ionizing 

Scheme 3.3 
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proton to the modified His* side chain opening charge-directed fragmentation 

channels.  Scheme 3.4 outlines the suggested mechanisms for the charge-directed 

formation of the b5 and [MH+3O]+-88 fragment ions.  Formation of the b5 secondary 

ion is driven by protonation of the first carbonyl oxygen of the His* side chain relative 

to the peptide backbone.  The proton can then be transferred to the amide nitrogen of 

the peptide backbone N-terminal to the oxidized His* residue following the formation 

of a five member ring and cleavage of the peptide bond between Ile and His*.  The C-

terminal side of the peptide relative to the dissociated peptide bond is lost as a neutral 

and the charge is carried by the N-terminal fragment as a tertiary carbocation within 

the newly formed oxazolone ring structure resulting in a b-type ion [72].  On the other 

hand, proton transfer to the third carbonyl oxygen atom of the His* residue drives the 

formation of the [MH+3O]+-88 fragment ion.  Hydrogen bond formation between the 

additional proton and the first amide nitrogen of the modified His* residue relative to 

the peptide backbone promotes cleavage of the peptide-like bond between the first 

carbonyl carbon atom relative to the peptide backbone and the protonated amide 

nitrogen following the formation of a five member ring involving the carbonyl 

functional group C-terminal to the oxidized His* residue.  The charge is carried by the 

peptide as a tertiary carbocation within the newly formed oxazolone ring while the 

His* side chain is lost as the neutral C2H4N2O2 species [72].  We note that these 

charge-driven fragmentation mechanisms are completely analogous to the well 

characterized backbone fragmentation mechanisms leading to bn ions with oxazolone 

ring structures [72]. 
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3.3.2 Fragmentation Energetics 

Fragmentation energetic studies were conducted by monitoring ion signal 

as a function of SID collision potential with a time delay of 1s between ion collision 

and detection.  Parent ion survival curves for angiotensin II and the primary oxidation 

products can be found in Figure 3.2a.  Oxidation resulting from reaction with ozone 

results in destabilization of the respective parent ions relative to collisional 

fragmentation.  The collision energy needed for fragmentation decreases with 

increased oxidation as follows:  AngII > AngII+O > AngII+3O/AngII+4O.  This trend 

is evident from the shift in energy-resolved survival curves to lower collision energies 

with increased oxidation (Figure 3.2a).  The AngII+3O and AngII+4O adducts have 

overlapping collision-energy-resolved FECs which suggests the lowest energy 

fragmentation channel of the AngII+4O species is associated with oxidative 

modification to the His residue.  The gradual drop of each of the survival curves has 

been shown to suggest that the dominant dissociation pathways are kinetically 

unfavored with large negative reaction entropies [56].  
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Figure 3.2.  Energy-resolved SID FT-ICR MS data for AngII and the oxidation 
products resulting from ozonolysis representing (a) the parent ion 
survival curves for AngII, AngII+O, AngII+3O and AngII+4O, (b) 
FECs of the fragments resulting from AngII, (c) FECs of the fragments 
resulting from AngII+O, and (d) FECs of the fragments resulting from 
AngII+3O. Figure continued on page 59. 
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The fragment ion onset curves for unmodified angiotensin II (Figure 3.2b) 

show the minimum collision energy required to open the primary selective 

fragmentation channel resulting in the formation of the y7 ion to be 27 eV.  This 

fragmentation pathway dominates until 50 eV at which high energy non-selective 

fragmentation channels associated with the transfer of the ionizing proton to the 

peptide backbone are unlocked.  This observation of selective charge-remote 

fragmentation at low internal energies followed by non-selective fragment ions at high 

internal energies is consistent with the previously discussed mobile proton model [73].  

Oxidation of the Tyr residue following ozonolysis of AngII opens the 

b4+O selective fragmentation pathway.  The onset curves for DR+VY*IHPF      

(Figure 3.2c) show the lowest energy fragmentation channel to be the b4+O pathway 

at 27 eV with the other selective dissociation mechanism (y7+O) shifted to 35 eV.  It 

should be noted that oxidation of Tyr has little affect on the overall peptide structure 

and no apparent affect on the structure of the transition state for the y7+O dissociation 

reaction. Additionally, the onset energies for both the b4+O fragment in AngII+O and 

the y7 fragment in unmodified AngII occur at 27 eV.  This suggests the shift to higher 

collision energies for the y7+O fragment ion in AngII+O, in relation to the y7 

fragmentation channel in unmodified AngII, is due to competition with the more 

entropically favorable b4+O dissociation mechanism in the oxidized form of the 

peptide.  This is borne out by the RRKM results discussed below.  All other fragments 

appear at high collision energies driven by non-selective charge-directed pathways. 

The onset curves for the fragmentation channels of AngII+3O         

(Figure 3.2d) highlight a much different fate for the parent ion in comparison to 

unmodified AngII and AngII+O.  The onset energies of each of the primary fragment 
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ions for the AngII+3O oxidation product suggest that there are three different families 

of dissociation mechanisms taking place as the collision energy increases.  The lowest 

energy pathways are the dissociation channels producing the [MH+3O]+-45 and 

[MH+3O]+-71 fragment ions.  The [MH+3O]+-45 species is formed immediately at 

the lowest sampled collision energy (23 eV) while the [MH+3O]+-71 ion is first 

observed at 27 eV.  The second family of curves are for the b5 and [MH+3O]+-88 

fragment ions at onset energies of 33 and 35 eV respectively.  The third family of ions 

includes all other fragments that appear at high collision energies resulting from non-

selective charge-directed fragmentation pathways.  The y7+3O observed in 

unmodified AngII  at 27 eV is shifted to higher onset energies (37 eV) due to 

competition with more entropically favorable fragmentation mechanisms just as it is in 

AngII+O.  

From a qualitative perspective, the onset curves of AngII+3O describe the 

behavior of the extra proton as the collision increases.  At very low energies, the 

proton resides on the most basic site of the molecule (Arg) so that that the first family 

of fragment ions results from charge-remote selective fragmentation channels 

([MH+3O]+-45, [MH+3O]+-71, and y7+3O).  As the internal energy increases the 

proton can then move to the relatively basic modified His residue (His*) opening 

charge-directed fragmentation pathways associated with His* resulting in the second 

family of fragment ions (b5 and [MH+3O]+-88).  Finally, at high collision energies the 

internal energy is great enough that the proton can move to the peptide backbone 

allowing for nonselective charge-directed fragmentations leading to the third family of 

secondary ions.  The onset curves are thus consistent with the proposed fragmentation 

mechanisms proposed above and with the mobile proton model.  
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3.3.3 RRKM Modeling of Experimental Data 

Parameters giving the best fit to the parent ion survival curves are 

summarized in Table 3.1.  The reaction barrier (Eo), the pre-exponential factor (A), and 

the activation entropy (ΔS‡) for the dissociation parent ions all increase with increased 

oxidation, that is in the order:  AngII < AngII+O < AngII+3O < AngII+4O.  The 

quantitative kinetic parameters thus confirm that the shift of the survival curves to 

lower collision energy with increasing oxidation is completely entropy controlled.   

Table 3.1. RRKM modeling results of the parent ion survival curves. 

[MH+nO]+  DRVYIHPF  DRVY*IHPF  DRVYIH*PF  DRVY*IH*PF  
M/Z  1046  1062  1110  1126  
E0(eV)  1.14  1.20  1.21  1.24  
ΔS‡(cal/mol K)  -25.9  -21.6  -17.0  -15.3  
Relative E0 0  0.06  0.07  0.11  
A, s-1  5.6x107  4.8x108  4.8x109  1.2x1010  
Log (A)  7.7  8.7  9.7  10.1  
Eo is the threshold energy, ΔS‡ is the entropy change for the transition state at 450 K, 
A is the pre-exponential factor at 450 K, 18.1% of each of the kinetic energy was 
converted to internal energy upon collision and the radiative decay rate was set at     
55 s-1 for each of the ions.   

The fragmentation of each of the parent ions is dominated by a single 

process, particularly at low energies.  For AngII the dominant process is formation of 

the y7 ion, for AngII+O it is the b4+O ion and for AngII+3O it is the (MH+3O)-45 ion.  

If correct the mechanisms proposed for these processes should therefore be consistent 

with the observed activation entropies. Consideration of the proposed transition states 

confirms that the observed activation entropy decreases as expected with the number 

of free rotations lost on transition state formation.  AngII with an activation entropy of 
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-25.9 cal/mol K loses four side chain internal rotations on formation of the transition 

state for the y7 fragmentation pathway (Scheme 3.1a), as indicated in Scheme 3.5a 

(black arrows indicate internal rotations lost).  In comparison, the b4+O dissociation 

pathway of AngII+O has a more positive entropic value (-21.6 cal/mol K, Table X.1) 

associated with a transition state characterized by the loss of three side chain internal 

rotations (black arrows in Scheme 3.5b) and one backbone rotation (red arrow in 

Scheme 3.5b).  Although four total rotations are lost, the backbone rotation is a 

sterically hindered internal rotation making the entropic effect more positive in 

relation to the four free rotations lost upon formation of the transition state of the y7 

mechanism.  AngII+3O has the most positive activation entropy, -17.0 cal/mol K 

(Table 3.1), and formation of the transition state leading to the [MH+3O]+-45 is 

associated with the loss of three amide bond rotations of the His* side chain (blue 

arrows in Scheme 3.5c).  The further positive shift in entropy, in relation to the 

transition states for the y7 and b4+O mechanisms, highlights the double bond 

characteristics of the peptide-like amide bonds of the His* side chain.  Delocalization 

of the electron cloud between the amide and carbonyl bonds does not allow for free 

rotation.   
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The entropies of activation are also pertinent to the question raised above 

concerning the possibility of a salt bridge mechanism (Scheme 3.1b) for y7 

fragmentation.  The salt bridge mechanism involves closing two rings simultaneously 

which should result in a much greater negative shift in entropy, particularly in 

comparison to the entropy of the b4 mechanism than is observed.   

3.3.4 Molecular Dynamics 

Molecular dynamics experiments were done to probe how the observed 

fragmentation mechanisms follow from the intramolecular interactions for AngII and 

the primary oxidation products AngII+O and AngII+3O prior to dissociation.  Figures 

3.3 and 3.4 provide examples of results for 100 ps calculations of AngII+O and 

AngII+3O respectively.  Unmodified angiotensin II was first run to understand the 

interactions taking place between the protonated guanidine functionallity of the Arg+ 

Scheme 3.5 
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residue and the rest of the peptide.  It was apparent in all cases where the ionizing 

proton was placed on Arginine – DR+VYIHPF, DR+VY*IHPF, and DR+VYIH*PF – 

that the peptide delocalizes the charge by wrapping itself around the side chain of the 

protonated Arg+ residue forming multiple hydrogen bonds between the amide 

hydrogen atoms of Arg+ and carbonyl oxygen atoms of the peptide backbone     

(Figure 3.3).  Scheme 3.6 highlights the observed hydrogen bonding interactions for 

the molecular dynamics calculation results of AngII+O shown in Figure 3.3.  Graphs 

of the bond distance (Å) vs. time (ps) for each of the hydrogen bonds of interest     

(Figure 3.3) show that the bonds form very quickly and are very stable over the length 

of the experiment.  At no point during the length of the experiment was a salt bridge 

interaction observed between the protonated Arg+ residue and aspartic acid side chain.  

The molecular dynamics results highlight the ability of  peptides having the same 

number of ionizing protons as basic sites to sequester the charge making the lowest 

energy dissociation pathways the charge-remote fragmentation channels.   
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Molecular dynamics was also used to monitor the parent ion 

conformations for the proposed charge-remote fragmentation mechanisms shown in 

Schemes 3.2 and 3.3.  The molecular dynamics results for DR+VY*IHPF show strong 

interaction between the hydrogen atom of the additional hydroxyl group in the           

2-position and the carbonyl oxygen atom of the peptide backbone between the Tyr* 

and Ile residues (Figure 3.4).  This interaction competes successfully with hydrogen 

bonding between protonated Arg and that same backbone carbonyl. The minimum 

hydrogen bonding distance measured during the length of the experiment was 1.92 Å 

and hydrogen bond formed multiple times during the first 60 ps of the dynamics 

Scheme 3.6 
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calculation.  This intramolecular hydrogen bond is necessary for the formation of the 

b4+O fragment ion via the proposed mechanism in Scheme 3.2.   

 

Figure 3.4. Molecular dynamics results for the AngII+O oxidation product 
(DR+VY*IHPF) highlighting the hydrogen bond formed between the 
carbonyl oxygen atom of the peptide backbone C-term to Tyr* and the 
hydroxyl hydrogen atom of the modified Tyr residue.  This hydrogen 
bond and the plot of bond distance (Å) as a function of time (ps) 
associated with this interaction are labeled (a). 
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Probing parent ion conformations of the AngII+3O oxidation product with 

the ionizing proton on the Arg residue – DR+VYIH*PF – showed very strong 

interactions within the modified His* residue itself.  Two primary side chain 

conformations emerged in the molecular dynamics experiment.  The first 

conformation involved hydrogen bonding between the hydrogen atom of the first 

amide group from the peptide backbone and the oxygen atom of the formyl end group 

(Figure 3.5).  The plot of bond distance (Å) vs. time (ps) shows a very strong 

hydrogen bond that once formed is locked in for the length of the experiment only 

occasionally stretching beyond 2.5 Å.  This strong interaction drives the low energy 

charge-remote [MH+3O]+-45 mechanism shown in Scheme 3.3.  Secondly, a similar 

strong hydrogen bond associated with the formation of the [MH+3O]+-71 ion 

(Scheme 3.3)  can form between the hydrogen atom of the second amide group and the 

oxygen atom of the first carbonyl relative to the peptide backbone (Figure 3.6).  When 

formed, this interaction has a minimum bonding distance of 1.72 Å and is consistently 

between 2.0 and 2.5 Å over the length of the calculation. 
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Figure 3.5. Molecular dynamics results for the AngII+3O oxidation product  
(DR+VYIH*PF) highlighting the hydrogen bond formed between the 
third carbonyl oxygen atom and the first amide hydrogen atom of the 
modified His residue.  This hydrogen bond and the plot of bond distance 
(Å) as a function of time (ps) associated with this interaction are labeled 
(a). 
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Figure 3.6. Molecular dynamics results for the AngII+3O oxidation product  
(DR+VYIH*PF) highlighting the hydrogen bond formed between the 
first carbonyl oxygen atom and the second amide hydrogen atom of the 
modified His residue.  This hydrogen bond and the plot of bond distance 
(Å) as a function of time (ps) associated with this interaction are labeled 
(a). 

Finally, molecular dynamics calculations were done to understand steric 

limitations of the proposed charge-directed fragmentation processes of AngII+3O 

(DRVYIH*+PF) leading to the b5 and [MH+3O]+-88 fragment ions (Sheme 3.4).  It 

should be noted that for these calculations the ionizing proton was not able to be added 

to the modified His residue due to software limitations, therefore, the peptides were 

left neutral.  A decrease in structural organization for the conformations sampled for 

unprotonated DRVYIH*PF were observed in comparison to the highly folded 
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structures required to delocalize the charge for cases with a proton placed on the Arg 

residue (DR+VYIHPF, DR+VY*IHPF, and DR+VYIH*PF).  Results for unprotonated 

AngII+3O show the formation of a hydrogen bond between the amide nitrogen atom 

of the peptide backbone between Ile and His* and the hydrogen atom of the first amide 

group of the modified His side chain relative to the peptide backbone.  This hydrogen 

bonding interaction occurs multiple times over the 100 ps calculation with a minimum 

distance of 2.16 Å (Figure 3.7).  This interaction suggests that if a proton was placed 

on the first carbonyl His*, the proton would be conformationally caplable of being 

transfered to the backbone amide nitrogen resulting in cleavage of the peptide bond 

and driving the proposed charge-directed b5 mechanism (Sheme 3.4).  Additionally, 

the required interaction for the proposed [MH+3O]+-88 mechanism between the 

carbonyl oxygen atom of the backbone C-terminal to His* and the first carbonyl 

carbon atom of the modified His residue relative to the peptide backbone was 

observed during molecular dynamics calculations with a minimum distance of 2.48 Å 

(Figure 3.8).  It is suggested that each of these interactions would be enhanced if the 

proton was able to be placed on the modified His residue. 
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Figure 3.7.  Molecular dynamics results for the AngII+3O (DRVYIH*PF) oxidation 
product highlighting the interaction between the amide nitrogen atom of 
the backbone N-terminal to the modified His residue and the hydrogen 
atom of the first amide group of the His* side chain.  This hydrogen 
bond and the plot of bond distance (Å) as a function of time (ps) are 
labeled (a). 
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Figure 3.8. Molecular dynamics results for the AngII+3O (DRVYIH*PF) oxidation 
product highlighting the interaction between the carbonyl oxygen atom 
C-terminal to the modified His residue and the carbon atom of the first 
carbonyl of the His* residue.  This interaction and the plot of bond 
distance (Å) as a function of time (ps) are labeled (a). 

 

3.4 Conclusions 

Oxidation of Tyr and His in angiotensin II, due to exposure to ozone, 

leads to new, low-energy selective fragmentation channels in MS/MS experiments.  A 

detailed approach using energy-resolved SID FT-ICR MS experiments, RRKM 

modeling, and molecular dynamics calculations was used to characterize the selective 

fragmentation channels for AngII (DR+VYIHPF) and the resulting primary ozonolysis 
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products AngII+O (DR+VY*IHPF), AngII+3O (DR+VYIH*PF) and AngII+4O 

(DR+VY*IH*PF).  This strategy was used to shed light on the mechanistic details of 

the unimolecular gas phase dissociation reactions of each of these singly charged 

species.  Oxidation of Tyr opens a new low-energy charge-remote fragmentation 

pathway (b4+O).  The present results show that fragmentation to be consistent with 

oxidation of Tyr in the 2-position.  Both the RRKM and molecular dynamics results 

support a mechanism for this fragmentation analogous to the acidic attack on the 

peptide backbone that takes place within Asp containing peptides with no “mobile” 

protons.  Ozonolysis of His leads to a series of low-energy charge-remote dissociation 

channels ([MH+3O]+-45 and [MH+3O]+-71) followed by charge-directed 

fragmentation pathways at slightly higher energies (b5 and [MH+3O]+-88).  Both the 

RRKM and molecular dynamics results support mechanisms for the charge-remote 

dissociations originating with the formation of hydrogen bonds between amide 

hydrogens and carbonyl oxygens in the oxidized side chain.  The results are thus 

consistent with the structure of oxidized histidine proposed in earlier studies.  Note 

that the dominance of charge-remote pathways for all the oxidation products is 

consistent with the “mobile” proton model since the proton is sequestered by the Arg 

side chain in the oxidation products as well as in AngII itself [65, 66].  The AngII+4O 

adduct, containing both Tyr* and His*, shows gas phase dissociation characteristics of 

both the AngII+O and AngII+3O oxidation products.  The energy thresholds for 

decomposition of the energy-resolved FECs show that the overall stability of the 

individual parent ions with respect to SID fragmentation decreases with an increase in 

oxidative stress (AngII>AngII+O>AngII+3O/AngII+4O).  RRKM modeling gives 

reaction barriers and pre-exponential factors that increase with oxidative stress 
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(AngII<AngII+O<AngII+3O/AngII+4O).  Thus the threshold behavior is controlled 

by the pre-exponential factors which in turn depend on the entropies of activation.  

These results indicate that the primary reaction channels require significant 

conformational rearrangement in the formation of the transition states for each 

reaction pathway.  Molecular dynamics calculations suggest reaction pathways 

involving hydrogen-bonded, closed-ring structures accounting for the importance of 

entropy in controlling the unimolecular kinetics of decomposition.  Comparison 

between results for cleavage C-terminal to aspartic acid (y7) in unmodified angiotensin 

II and the selective charge-remote b4 dissociation pathway involving oxidized Tyr* 

(AngII+O) suggests intramolecular salt bridge interactions are unnecessary for charge-

remote fragmentation involving acidic amino acid residues. 
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Chapter 4 

METAL SULFIDE CLUSTERS: BACKGROUND 

4.1 Clusters in the Environment 

Environmentally, metal sulfide particles are of particular importance in the 

speciation and bioavailability of metals in aquatic systems [1,2].   Although there are a 

number of environmentally significant heavy metals, cadmium has been chosen as a 

model system for a number of reasons.  From the perspective of our collaborators, as 

will be discussed below, the semiconducting properties of CdS allow for particle size 

to be extracted from UV/Vis absorption data [3].  For mass spectrometry experiments, 

the single oxidation state of cadmium (Cd2+) simplifies analysis in comparison to other 

metals of interest (Fe2+/3+ and Cu+/2+). Finally, cadmium binds strongly to sulfide thus 

metal sulfides are likely to play an important role in its speciation [4]. 

As described by Pearson [5], hard-soft acid-base theory predicts that a 

“soft” Lewis base, such as sulfide, will strongly bind to “soft” acids including many 

environmentally significant heavy metals (Cd2+, Zn2+, Hg2+, Pb2+, Cu+/2+, Ag+ and 

Au+).  With that said, this favorable interaction drives the formation of metal sulfide 

species in sulfur rich (H2S, HS-) aquatic environments when metals are present.  Both 

abiotic and biotic sources have been shown to produce dissolved metal sulfide species 

in aqueous systems.  Some abiotic sources include hydrothermal vents, anoxic 

waterways and sewage treatment plants.  Researchers have suggested that, as 
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hydrothermal fluids mix with seawater, reduced forms of sulfur are stabilized when 

bound to metal sulfide clusters at hydrothermal vent sites [6].  In an anaerobic 

treatment wetland in Montana, high concentrations of dissolved Cd, Zn and Cu in the 

presence of H2S were attributed to molecular metal sulfide clusters [7].  Even under 

oxic conditions, molecular clusters of zinc and copper were shown to persist due to 

their resistance to oxidation and dissociation in freshwater rivers [8]. 

In addition to abiotic sources, biomineralization is known to be a 

significant source of metal sulfide clusters in the environment.   Walsh and co-workers 

found that phytoplankton produce dissolved sulfides in response to toxic metal 

exposure forming biologically inert metal sulfide species [9].  Sulfate-reducing 

bacteria have also shown the ability to produce metal sulfide clusters (ZnS) in 

deposited natural biofilms as a defense against elevated metal concentrations in 

groundwater and wetland systems [10].  Finally, at the East Pacific Rise mercury 

resistant extremophiles living in hydrothermal vent fluids were shown to produce HgS 

as a detoxification mechanism [11]. 

 

4.2 Complexes, Clusters and Particles 

4.2.1 Definitions 

Essential to a discussion of metal sulfide species in aqueous environments 

is a fundamental understanding of nucleation mechanisms and clarification of the 

species involved in this process.  As illustrated in Figure 4.1, along the continuum 

from dissolved ions to bulk solid state material there are thought to be a variety of 
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species classified as dissolved with properties that are unique from either extreme 

[12].  In the following chapters, a complex is defined as a mononuclear species with a 

number of ligands bound to a single central metal atom.  As established by our 

collaborators, a cluster is characterized as having multiple metal centers (polynuclear) 

bound by ligating atoms and is small enough to be considered a molecular species 

[13].  Finally, nanoparticles have diameters between 1-100 nm and can be described as 

solid materials [12].  

 

 

Figure 4.1. Definitions of species along the continuum between dissolved ions 
and solid state material for metal sulfide systems (Reproduced with 
permission from Katherine M. Mullaugh [3]). 
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4.2.2 Nucleation of Metal Sulfides 

Although there are a number of classical theories of crystallization, more 

directly related to the work presented herein is an alternative mechanism based on 

dissolved molecular metal sulfide clusters [14].  Luther and Rickard suggest that 

nucleation proceeds through aggregation of small molecular clusters which build up to 

form larger particles [13].  Molecular modeling has shown the configuration of the 

first condensed phase to be established by the structure of the dissolved molecular 

clusters [13].  Experimentally this mechanism has been supported by the observation 

of persistent molecular clusters in laboratory solutions of CuS [15], FeS in sulfidic 

seawater [16], and ZnS observed in laboratory samples and field samples taken from 

the Black Sea [17]. 

4.3 Multidisciplinary Approach 

While much work has been done to understand the formation of metal 

sulfide particles research is still needed to fully describe this process.  The following 

chapters focus on the use of electrospray ionization FT-ICR mass spectrometry      

(See Chapter 2) to characterize cadmium sulfide clusters, however, these experiments 

are part of a larger multidisciplinary project in collaboration with the Luther group in 

the College of Marine Studies at the University of Delaware.  The overall goal was to 

use a multifaceted approach to describe metal sulfide precipitation using ESI mass 

spectrometry, UV/VIS spectroscopy, and voltammetry (Figure 4.2).  Molecular 

capping agents, particularly organic thiols, were used to interrupt cluster growth at 

different stages as described in Chapter 6.  Adapted from previous studies on the 

synthesis of CdS nanoparticles in aqueous solutions [18-21], it was believed that the 
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capping agents would freeze nucleation events allowing chemical ‘snap-shots’ to be taken 

by the various analytical techniques.  Using UV/VIS spectroscopy and voltammetry, our 

collaborators worked to elucidate metal:sulfide ratios and particle size of cadmium 

sulfide reactions [3].  Our task was to simply characterize metal sulfide complexes and 

clusters using ESI FT-ICR mass spectrometry.  However, this project evolved to take 

advantage of the many capabilities of FT-ICR MS, not only through analysis of 

solution based reactions, but also moving the experiment into the gas phase     

(Chapter 7) where the ion-molecule reactions between metal salt clusters and 

hydrogen sulfide provided an entirely new perspective on this process. 
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Figure 4.2. The study of metal sulfide precipitation using a multifaceted 
analytical approach.  ESI mass spectrometry is used to characterize 
metal sulfide complexes and clusters, UV/VIS spectroscopy can 
determine size of larger clusters and nanoparticles, and voltammetry 
can determine metal:sulfide ratios (Adapted from Figure 4.1 [3]). 
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Chapter 5 

METAL SALT NUCLEATION OBSERVED USING ESI FT-ICR MASS 
SPECTROMETRY 

 

5.1 Introduction 

As part of a collaborative research project to understand fundamental chemical 

processes taking place at deep-sea hydrothermal vents, our research focus shifted to 

the elucidation of metal sulfide cluster formation using mass spectrometry.  As will be 

discussed in the following chapter (Chapter 6), attempts were made to react metal salts 

with hydrogen sulfide in aqueous solution while introducing a capping agent, such as 

2-mercaptopyridine, to interrupt cluster growth at various stages allowing ‘snap-shots’ 

of the nucleation process to be sampled.  Although this work resulted in limited 

success an interesting observation was made.  The relative intensities of the metal salt 

clusters that were detected changed over time.  The addition of methanol, to provide 

stable electrospray ionization (ESI) conditions, was found to initiate the change in the 

sampled aqueous salt solutions. This observation, which at first seemed to relate only 
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to electrospray fundamentals, may in fact provide insight into hydrothermal vent 

chemistry. 

Understanding the solvent properties of water is of critical importance in 

understanding hydrothermal vent chemistry and the chemical environment of ions in 

aqueous solution. The ability of water to effectively solvate ionic and dipolar species 

in combination with its ineffectiveness in solvating nonpolar molecules has a drastic 

affect on the chemistry of our planet. There are instances, however, when this 

‘hydrophobic effect’ breaks down and the solvent properties of water can change 

dramatically.  As water approaches its super critical point (647.1 K, 22.1 MPa) [1], the 

hydrogen bonding network that drives the physical properties of water dissipates 

causing water to behave more like a nonpolar solvent.  A number of studies 

highlighted in a recent review by Weingartner and Franck [2] have focused on 

understanding the properties of water as it approaches and exceeds the supercritical 

region.   

The transition of water from polar to nonpolar solvent as it passes through the 

supercritical region has particular importance in the ability of water to effectively 

solvate ionic species.  Under ‘normal conditions’ the highly dipolar nature of water 

allows it to form solvent shells surrounding dissociated salt ions.  The solvent shells 

effectively shield the ion’s charge disrupting the ionic interaction [3].  Formation of 

the solvent separated ion pair is driven by the hydrogen bonding network of water. As 

the temperature of the solution increases, kinetic energy of the water molecules 
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increase causing the hydrogen bonding network to deteriorate. The inability of water 

to shield the ions, brought about by reduction of solvent structure, results in salt 

precipitation.  This process has also been placed in an environmental context relating 

to the observation of salt deposits and gyser-like brine discharges from the sea floor 

[4] in addition to the formation of ‘salt diapirs’ which seem to form as a result of 

hydrothermal seepage products created by supercritical water at depth [5].    

Nucleation of ionic species, due to disruption of the hydrogen bonding 

network, can also be observed in binary water-alcohol solvent systems.  One 

perspective as to why this happens is that as an alcohol, such as methanol, is mixed 

with water; hydrogen bonds are formed as the protic hydrogen atom of methanol 

interacts with an oxygen atom of a water molecule.  At the same time, a hydrogen 

atom of a water molecule can hydrogen bond with the oxygen atom of methanol.  The 

combination of these interactions pull methanol into aqueous solutions.  Working 

against this process is the interaction between the hydrophobic methyl functionality of 

methanol and water.  To minimize interaction with the hydrophobic end of methanol, 

it is suggested that water forms highly structured ‘cages’ around the methyl group    

[6-9]. This reordering of water molecules as a result of addition of methanol causes a 

decrease in ‘free’ water molecules that can participate in ionic shielding as part of the 

solvent shells.  This, in turn, leads to association of ionic clusters in water-methanol 

solutions. 
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Quantitatively this process can be described in terms of the dielectric constant 

(ε) of the solvent. At ambient conditions the static dielectric constant of water is 

approximately 80, however, under supercritical conditions this value can range from 

ε≈10 to ε≈23 at high densities [2,10-12].  Although the effects are less dramatic, the 

static dielectric constants of water methanol mixtures have been experimentally 

determined [13-16].  For example, at 298 K the static dielectric constant of a 1:1 molar 

ratio of a water-methanol solution is 61 while a 1:9 solution has a static dielectric 

constant of 40. We suggest that these quantitative differences in the dielectric 

constants between ‘neat’ aqueous solutions and binary water-methanol solutions, 

which result from substantially altered qualitative physical properties of the aqueous 

solution upon addition of methanol, is observable in the time-dependent analysis of 

salt solutions using mass spectrometry. 

5.2 Experimental 

Analysis of cadmium acetate (Cd(CH3COO)2 •4H2O: Fisher Scientific, Fair 

Lawn, NJ) solutions was done using ESI FT-ICR mass spectrometry in negative mode.  

Solutions were prepared using deionized water (Millipore, Bedford, MA) and then 

diluted 1:1 by volume with methanol (HPLC grade: Fisher Scientific, Fair Lawn, NJ) 

to a final concentrations ranging from 0.1 mM to 3.0 mM.  The final solutions had a 

0.3 molar ratio of methanol.  Time-dependent sampling was done at various times 

following dilution with methanol.  Analysis was done using a 7 tesla Bruker Apex Qe 

FT-ICR mass spectrometer (Section 2.3.2). The capilary flow rate was set to            
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160 µL/hr and the ESI emmitter voltage was 3.8 kV for all experiments.  Ions 

produced by ESI are focused using a series of ion funnels and a hexapole.  The 

focused ion beam can then be accumulated in a second hexapole prior to transfer to the 

ICR cell to increase ion signal.  The collision voltage used to transfer ions into the 

accumulation hexapole was set to 1.0 V to minimize dissociaiton of larger salt 

clusters.  Accumulation times ranging from 0.1-1.5 sec were used to optimize signal.  

All other instrumental parameters were held constant over all experiments.  

Stoichiometric identification of observed cadmium salt clusters was achieved using 

both theoretical isotopic distributions and mass accuracy (<5ppm).   

5.3 Results and Disscussion 

Figure 5.1 shows an example mass spectrum taken 30 minutes after dilution 

with methanol to a final concentration of 0.3 mM cadmium acetate. The major species 

observed are of the form [Cdx(CH3COO)2x+1]- (x=1-5) with minor products resulting 

from chloride substitution or loss of CO2 from acetate. The expanded view for the 

[Cd2(CH3COO)5]- cluster highlights the consistency between experimental results and 

theoretical values for both isotopic distribution and mass accuracy (0.3 ppm).  

Interestingly, time dependent spectra show that the relative abundances of each of the 

observed clusters changes as a function of time. Although multiple sample 

concentrations were tested, 0.3 mM cadmium salt samples provided the best results.  

As time proceeds after dilution with methanol, the intensity of the mononuclear 

species decreases relative to the larger cadmium clusters as shown in Figure 5.2. This 
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result is consistent over various sampling techniques.  The results are similar 

regardless of whether separate aliquots are taken from the diluted solution and loaded 

into the syringe for ESI analysis (Figure 5.2A) or if a single aliquot is loaded into the 

syringe and spectra are taken repeatedly as ions are continuously injected into the 

instrument (Figure 5.2B).  This suggests that a nucleation process, distinct from the 

ESI process, is taking place in solution as a result of methanol addition. 
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Figure 5.2. Time-dependence ESI mass spectroscopy data relating relative intensities 
of observed anionic cadmium acetate clusters as a function of time 
following dilution of solutions with methanol for a 0.3 mM cadmium 
acetate solution. (A) Sampling was done using separate aliquots for each 
spectrum and (B) a single aliquot was continually injected as spectra 
were repeatedly taken. 
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Further explanation of this distinction from cluster formation due to the ESI 

process is necessary.  As described earlier (Section 2.2), much work has been done in 

understanding the ESI process using salt solutions [17-25].  Two major models have 

been developed for the explanation of ESI data [26].  The first of which, described as 

the ion evaporation model (IEM) developed by Iribarn and Thomson [27,28] suggests 

that a sequence of coulombic explosions caused by evaporation of charged droplets 

results in very small droplets in which the field strength at the surface is great enough 

to promote field desorption of charged solute molecules.  On the other hand, Dole et 

al. [29] described the charged residue model (CRM) in which electrospray droplets 

undergo multiple evaporation and coulombic explosion cycles until the droplet, on 

average, contains one solute ion.  The transition to the gas-phase is complete when all 

the remaining solvent molecules evaporate leaving the charged solute ion.  Either 

model, or combination models, can explain the formation of charged clusters from 

fully dissolved electrolyte solutions.  However, neither model would predict that time 

would have any effect on the relative intensities of the observed clusters.  Our results 

do, conversely, show that the relative intensities of the different sized clusters are 

changing as a function of time suggesting that the composition of the solution is 

changing once diluted with methanol.  Moreover, the shift to larger clusters, even 

though the salt concentration decreases with addition of methanol, indicates that to 

some extent clustering is taking place in solution before ESI analysis.   
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The detection of metal salt nucleation using ESI mass spectrometry is a unique 

observation.  Although the dilelectric constant of aqueous binary solutions with a     

0.3 molar ratio of methanol (ε=66) [13-16] is sufficiently high enough so that ionic 

species would remain dissolved, it would be expected that the solubility of cadmium 

acetate would decrease as the dielectric constant decreases.  Decreasing solubility 

lends to the notion that association of ionic species would occur in water-methanol 

binary solutions and, in turn, the observed clusters would represent the beginning 

stages of precipitation.  As previously mentioned, Hovland and co-workers [4,5] have 

shown that precipitation of salts and the concentration of metals occurs at deep-sea 

hydrothermal sites. Our results then imply that the small clusters we are observing in 

the mass spectra of cadmium salt solutions may be more similar to the form that 

metals take under supercritical conditions in hydrothermal vents prior to reaction with 

hydrogen sulfide than fully solvated individual metal ions.  It would then more 

accurate to study these reactions, not using fully dissolved ionic systems as starting 

points, but instead, utilizing metal salt clusters as the initial reactants. 

5.4 Conclusions 

Although much work needs to be done to fully understand the mechanism of 

cadmium salt precipication in low dielectric constant solvents, the observation of 

cluster growth in solution using ESI mass spectrometry is a unique finding.  The time-

dependent variance of the relative signal intensity, consistent over different sampling 

approaches, provides evidence of salt nucleation in water-methanol binary solvent 
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systems.  This result suggests that ion association is occurring in solution prior to the 

electrospray ionization process.  Furthermore, this work has provided important 

insight into experimental approaches for studying metal sulfide formation in deep-sea 

hydrothermal vents. 
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Chapter 6 

MONITORING METAL SULFIDE FORMATION IN SOLUTION USING 
MOLECULAR CAPPING AGENTS 

 

6.1 Introduction 

Metal sulfides represent an important family of nanoparticles which play 

an integral role in the speciation and bioavailability of metals in aquatic ecosystems 

[1,2].  Nonetheless, the details of how these environmentally significant particles are 

formed are still yet to be fully understood.  Along the continuum going from dissolved 

ionic species to condensed phase material there are thought to be any number of 

dissolved polynuclear clusters representing the intermediates of precipitation [3].  

Although metal sulfides are considered scarcely soluble in water, these intermediate 

clusters have been found to be prevalent in the environment [3,4]. From this 

observation, our collaborators have suggested a mechanism for the nucleation of metal 

sulfide particles in which the first condensed phase results from aggregation of 

dissolved polynuclear clusters with a molecular structure similar to that found in the 

bulk material [5].  Support for this hypothesis of small molecular metal sulfide clusters 
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as ‘building-blocks’ has been demonstrated for FeS [6], CuS [7] and ZnS systems [8].  

These studies represent only the starting point and much work is needed to fully 

explain the process of metal sulfide particle formation. 

FT-ICR Mass spectrometry is an optimal analytical technique for the 

analysis of metal sulfide clusters in that stoichiometric identification can be made 

based on mass accuracy and structural information can be obtained through 

fragmentation experiments.  Past work by our research group has focused on the use of 

laser desorption ionization FT-ICR mass spectrometry to identify ZnS, CuS and FeS 

clusters present in both laboratory and natural water samples [3] and PbS clusters in 

laboratory samples [9].  This work was part of the foundation for the polynuclear 

‘building-block model’ discussed above.  However, one of the major criticisms of this 

work was that, between the freeze drying process as part of sample preparation and the 

harsh laser ablating/ionization process, the observed metal sulfide clusters may not 

represent those present in solution [10].  To circumvent these criticisms we set out to 

use ESI FT-ICR mass spectrometry.  Direct sampling from solution and the inherently 

soft ionization mechanism of ESI makes this technique optimal for analyzing 

molecular metal sulfide cluster intermediates.   

A major hurdle in using electrospray ionization with metal sulfide 

systems, as mentioned earlier, is that most metal sulfides are only sparingly soluble in 

aqueous solutions.  At reasonable concentrations for the technique, synthesis results in 

very fast precipitation reactions.  In order trap the intermediates of this process our 

method, in this case, was to introduce a capping agent to a reaction between Cd2+ and 

HS- in aqueous solution.  Our ambitious hypothesis was that the capping agent would 

bind to the forming CdS clusters halting growth.  Ideally, analysis of the various 
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capped species using mass spectrometry would be like flipping through a series of 

‘snap-shots’ at various mechanistic stages of mineral precipitation.  Molecular 

candidates for capping agents were small organic thiols.  The thiol functionality can 

bind to metal sulfide clusters while the organic “greasy” end group was expected to 

passivate the surface preventing further cluster growth.  This approach was adapted 

from previous studies on the synthesis of CdS nanoparticles in aqueous solutions    

[11-14] and was designed to mimic the behavior of bacteria that excrete both sulfide 

and thiol-rich peptides in the presence of toxic metals [15,16]. 

6.2 Experimental 

Cadmium Nitrate (Cd(NO3)2•4H2O), glutathione and 2-mercaptopyridine 

(mpH: C5H5NS) were purchased from Sigma-Aldrich (St. Louis, MO) while sodium 

sulfide (Na2S•9H2O), hydrochloric acid (HCl) and HPLC grade methanol were 

purchased from Fisher Scientific (Fair Lawn, NJ).  Aqueous stock solutions (10 mM) 

of cadmium nitrate, 2-mercaptopyridine, glutathione and sodium sulfide were prepared 

using deionized water (Millipore, Bedford, MA).  Prior to use, all solvents were 

degassed with high purity argon gas for at least 1 hour.  Elecrospray solutions of 

cadmium nitrate were prepared by diluting the stock solution using deionized water 

and methanol to a final concentration of 3 mM and a 1:1 water to methanol ratio 

(Solution A).  Introduction of the capping agent (2-mercaptopyridine and glutathione) 

was done by mixing Solution A with a similar 3 mM 2-mercaptopyridine or 

glutathione water/methanol solution. Cd/mpH ratios were 1:1 for all reactions.  

Cadmium sulfide reactions were performed by bubbling H2S (g), generated by 
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reaction of Na2S with HCl and transferred using argon pressure, through solutions of 

Cd(NO3)2 as the capping agent was added. 

Solutions were analyzed using a 7 tesla Bruker Apex Qe FT-ICR mass 

spectrometer in negative mode (Section 2.3.2).  Ions produced by electrospray 

ionization enter the instrument through a glass capillary and are then focused into a 

beam using two consecutive ion funnels followed by a linear hexapole operated in r.f. 

mode only.  As the ions enter the Qh Interface, if necessary, they were accumulated 

(0.1-1.0 s) in the hexapole collision cell to increase signal strength before transfer to 

the ICR cell where they are trapped, excited and detected.  Comparison to theoretical 

isotopic distributions and mass accuracy (<5 ppm) allowed for unambiguous 

identification of observed clusters (See Figure 6.1). 

  

6.3 Results and Disscussion 

Analysis of cadmium nitrate solutions using ESI mass spectrometry in 

negative mode resulted in the observation of cadmium clusters of the type 

[Cdx(NO3)2x+1]- (x=1-5) as seen in Spectrum A (Figures 6.1-6.5). This series of 

figures, Figures 6.1-6.5, represent different m/z ranges based on the number of 

cadmium atoms in the observed clusters.  Stoichiometric identification was made 

using mass accuracy and comparison to theoretical isotopic distributions as 

highlighted in Figure 6.1 for the single cadmium complex.  Minor unlabeled species 

are solvated clusters, chloride substitution of nitrate ligands, or electronic noise.  

Reaction of cadmium nitrate with mpH (Spectrum B: Figures 6.1-6.5) leads to 

successive substitution of nitrate ligands for deprotonated 2-mercaptopyridine (mp).  
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Minor reaction products including sulfate ligands are observed which seem to result 

from oxidation of the thiol capping agent by nitrate.  These products are seen in 

greater abundance following reaction with H2S (g) as observed in Spectrum C  

(Figures 6.2-6.5).  Similar to 2-mercaptopyridine, the sulfidic species resulting from 

H2S are oxidized to sulfate ligands.  Likewise, oxidation of sulfidic ligands to form 

sulfate in the presence of nitrate anions was observed in a study by Jacobson and co-

workers for silver systems [17].  It should be noted that the m/z range for the H2S 

reaction spectrum (Spectrum C: Figures 6.2-6.5) is not provided for the mononuclear 

complex (Figure 6.1) because it was identical to Spectrum B in Figure 6.1.  Unlike the 

larger cadmium clusters, there was no change in the observed mononuclear cadmium 

complexes or the relative abundance of [Cd(NO3)3]- in comparison to [Cd(NO3)2(mp)]- 

upon reaction with H2S (g).  No H2S (g) reaction products were observed for reactions 

using glutathione as the capping agent.  Additionally, it should be noted that positive 

mode ESI of cadmium nitrate solutions resulted in too many unidentifiable ions to 

move forward with H2S reactions.  See Appendix C for example spectrum. 
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Figure 6.1. The single cadmium region of the anionic ESI FT-ICR mass spectrum 
taken for (A) a 3 mM solution of cadmium nitrate and (B) the same 
solution following reaction with 2-mercaptopyridine.  Substitution of a 
nitrate ligand for deprotonated 2-mercaptopyridine (mp) is observed.  
The theoretical spectrum highlights the mass accuracy and consistency 
in isotopic distribution for the experiment.  
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Figure 6.2. The Cd2 region of the anionic ESI FT-ICR mass spectrum taken for (A) a 
3 mM solution of cadmium nitrate (B) the same solution following 
reaction with 2-mercaptopyridine and (C) the introduction of H2S (g) to 
a 1.5 mM solution of cadmium nitrate and 2-mercaptopyridine (1:1). 
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Figure 6.3. The Cd3 region of the anionic ESI FT-ICR mass spectrum taken for (A) a 
3 mM solution of cadmium nitrate (B) the same solution following 
reaction with 2-mercaptopyridine and (C) the introduction of H2S (g) to 
a 1.5 mM solution of cadmium nitrate and 2-mercaptopyridine (1:1).   
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Figure 6.4. The Cd4 region of the anionic ESI FT-ICR mass spectrum taken for (A) a 
3 mM solution of cadmium nitrate (B) the same solution following 
reaction with 2-mercaptopyridine and (C) the introduction of H2S (g) to 
a 1.5 mM solution of cadmium nitrate and 2-mercaptopyridine (1:1).   
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Figure 6.5. The Cd5 region of the anionic ESI FT-ICR mass spectrum taken for (A) a 
3 mM solution of cadmium nitrate (B) the same solution following 
reaction with 2-mercaptopyridine and (C) the introduction of H2S (g) to 
a 1.5 mM solution of cadmium nitrate and 2-mercaptopyridine (1:1).   

Although results using 2-mercaptopyridine as a capping agent provided 

limited information as to the formation of metal sulfide clusters they do provide a 

foundation for observing sulfidic species using ESI mass spectrometry.  The primary 

hurdle when studying environmentally significant metal sulfides (FeS, CuS, CdS, 

ZnS) using ESI mass spectrometry is the insolubility of these species in aqueous 

solutions.  While much of the sample is still lost as precipitate using mpH as a 

capping agent, the observation of sulfidic cadmium clusters suggest that metal salt 
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reactions with H2S (g) can be interrupted and nucleation intermediates can be sampled 

using electrospray ionization.  

These results also build off of those discussed in Chapter 5 regarding 

sampling solution nucleation processes for metal salts using electrospray ionization.  

Of particular interest are the results for the mononuclear cadmium nitrate reactions 

(Figure 6.1).  The lack of observable H2S (g) reaction products for the single cadmium 

complexes is evidence that a solution based chemical process is being sampled.  For 

the larger clusters (Figures 6.2-6.5), it can be seen from the relative abundances of the 

observable species that the reaction products including sulfate are the majority family 

of clusters following reaction with H2S (g).  This suggests that there is a relatively 

high concentration of sulfide (oxidized to sulfate) present in solution.  If the observed 

clusters were simply aggregates of the ions present in the electrospray droplets prior to 

final evaporation steps (See Section 2.2), we would fully expect to see mononuclear 

species with sulfate as well.  The lack of these clusters points to a solution based 

process in which ESI mass spectrometry is able to observe the unique chemistry that 

takes place for different sized metal clusters.  These results will be illuminated further 

in the next chapter (Chapter 7) on the gas-phase reactions of cadmium nitrate with H2S 

(g).  

6.4 Conclusions 

In Conclusion, sulfidic metal clusters were observed for reactions of 

cadmium nitrate with hydrogen sulfide using 2-mercaptopyridine as a molecular 

capping agent.  Sulfidic ligands were seen as sulfate suggesting oxidation by excess 

nitrate in aqueous solutions of Cd(NO3)2.  Although these results provided limited 
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insight into the mechanism of metal sulfide particle formation, they do provide 

additional evidence that electrospray ionization can sample nucleation reactions of 

metal salts in aqueous solutions.  The observed differences in reactivity for cadmium 

nitrate clusters of different stoichiometries in aqueous solution are consistent with the 

observed gas phase ion-molecule reactions that will be discussed in the following 

chapter. 
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Chapter 7 

GAS PHASE ION-MOLECULE REACTIONS OF METAL SALT CLUSTERS 
WITH HYDROGEN SULFIDE 

 

7.1 Introduction 

 This chapter represents a fundamental shift in our approach to 

understanding metal sulfide nucleation using mass spectrometry.  To this point our 

method have focused on attempts to control solution processes, however, the ability to 

produce salt clusters of various stoichiometries in combination with our group’s 

experience in the field of gas phase ion-molecule reactions proved to be an ideal 

combination leading to this shift in methodology.  As described in previous chapters, 

metal clusters have been shown to play an vital role in the speciation and 

bioavailability of metals in aqueous environments [1,2].  Although much work has 

been done focusing on these systems, little is known regarding the chemical processes 

that control the transformation of dissolved ions to solid state materials.  A model 

developed from the observations of persistent molecular clusters in dilute aqueous 

environments suggests that metal sulfide particles form through aggregation of 
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dissolved polynuclear clusters [3-5].  A few of the analytical approaches deployed to 

characterize these elusive species have included voltametry [3,4,6], transmission 

electron microscopy [7], powder x-ray diffraction [8,9], dynamic light scattering 

[10,11] and UV/vis spectroscopy [12-14].  Although these techniques provide useful 

information such as stoichiometric ratios and particle size, mass spectrometry may be 

the tool necessary to truly characterize these clusters on a molecular level and clarify 

the process of metal sulfide formation.  

 Fourier Transform Ion Cyclotron Resonance (FT-ICR) mass spectrometry 

provides the ideal combination of instrumental advantages to directly characterize 

metal sulfide clusters.  In addition to being able to elucidate chemical structure based 

on mass-to-charge ratio and fragmentation experiments, monitoring gas phase ion-

molecule reactions using mass spectrometry has the potential to describe metal sulfide 

nucleation reactions.  FT-ICR mass spectrometry provides the advantages of mass 

accuracy and variable trapping times ideal for studying rate constants of gas phase ion-

molecule reactions [15,16].  Long trapping times enable single collision interactions to 

be monitored allowing elementary reaction steps to be monitored in the gas phase.  

Ions are trapped in the ICR cell where they are exposed to the neutral reactant gas.  As 

the reaction proceeds, the identity and relative concentrations of both the reactant and 

product ions are followed allowing kinetic information to be extracted.  The Ridge 

group has extensive experience applying this technique to metal systems [17-34], 

however, the use of gas phase ion-molecule reactions to study environmentally 

significant metal sulfide clusters is a novel application of the technique. 

 The work with solution based systems described in Chapters 5 and 6 have 

set the foundation for making gas phase metal salt clusters of various sizes using 
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electrospray ionization.  The observation of salt cluster growth has been placed in an 

environmental context suggesting larger clusters may represent initial reactant species 

in hydrothermal systems with low dielectric constant solutions while smaller clusters 

most likely represent clusters found in dilute surface water environments (Chapter 5).  

This final section on metal sulfide clusters describes the gas phase ion-molecule 

reactions between metal salt clusters and hydrogen sulfide with the goal of elucidating 

the process of metal sulfide formation in aqueous environments. 

7.2 Experimental 

Reagent grade cadmium nitrate (Cd(NO3)2•4H2O), cadmium acetate 

(Cd(CH3COO)2•2H2O), cadmium chloride (CdCl2), and zinc chloride (ZnCl2) were 

purchased from Sigma-Aldrich (St. Louis, MO). HPLC grade methanol was purchased 

from Fisher Scientific (Fair Lawn, NJ) and H2S (gas: 99.5% purity) was purchased 

from Matheson Tri Gas (Basking Ridge, NJ).  Stock solutions (10 mM) of each of the 

metal salts were prepared using deionized water (Millipore, Bedford, MA).  These 

solutions were then diluted to 0.3 mM using deionized water and methanol (final 

solution 1:1) for electrospray experiments. 

Experiments were done using a 7 Tesla Bruker Apex Qe FT-ICR mass 

spectrometer (Section 2.3.2).  Ions produced by electrospray ionization enter the 

instrument through a glass capillary and are then focused into a beam using two 

consecutive ion funnels followed by a linear hexapole operated in rf mode only.  As 

the ions enter the Qh Interface a reactant ion of choice can be mass selected using the 

mass resolving quadrupole and accumulated (0.1-1.0 s) in the hexapole collision cell 

where they are collisionally cooled so they can be injected into the ICR cell.  Ion-
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molecule reactions (Section 2.1.4) are performed by trapping the ions in the ICR cell 

for various reaction times at elevated H2S (g) pressure prior to excitation and 

detection.  Operating in SORI MS/MS mode with the SORI power at 0%, the reaction 

time is controlled using the delay time associated with the SORI pulse length.  The 

neutral reactant gas is introduced through a high precision variable leak valve allowing 

for constant elevated pressures (H2S: 4x10-9 Torr or 9x10-9 Torr) to be maintained 

throughout the experiment. 

Kinetic studies of gas phase ion-molecule reactions in the ICR cell were 

performed under pseudo first-order conditions.  The reactant gas pressure, in this case 

H2S, is in great excess relative to the number of ions trapped in the ICR cell making 

[H2S] constant over the course of the experiment.  The rate equation can then be 

written  ݁ݐܽݎ ൌ ݇௫ଵሾClusterሿ                                                 7.1 

in terms of the pseudo first-order rate constant (݇௫ଵ) and the concentration of the 

reactant cluster ion ([Cluster]).  Adjusted for differences in isotopic distributions, the 

relative intensity of a single isotope ([Cluster]) for reactant and product clusters were 

used to generate plots as a function of time.  The integrated form of the rate equation 

can be fit to the plot of [Cluster] vs. time using nonlinear regression in Mathematica 

(Wolfram Research, Champaign, IL) to determine the pseudo first-order rate constant 

(See Appendix D for examples).  It should be noted that for consistency, product 

clusters were grouped into families of ions based on the number of sulfur atoms added 

upon reaction (See Scheme 7.2 for example).  This treatment allows all reactions to be 

considered sequential reactions simplifying the derivation of the integrated rate 
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equations for complex branching reaction schemes.  Taking into consideration 

differences in reduced mass (µ’x) and H2S pressure (Px), the experimentally 

determined pseudo first-order rate (݇௫ଵ) constants were then converted to reaction 

efficiencies (k/kc) relative to ݇ଵଵ for the fastest observed reaction 

Scheme 7.1 

[CdሺNO3ሻሺCH3OHሻ]+ + H2Sሺgሻ
       4×10-9torr         
ሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ [CdሺSHሻሺCH3OHሻ]++HNO3 ݇ଵଵ ൌ 2.85 േ 0.27s-1 

௞௞೎ ൌ ௞భೣଶ.଼ହ sషభ ቀ ఓೣ′ଶଽ.ଵଽ Da
ቁଵ ଶൗ ቀସൈଵ଴షవtorr௉ೣ ቁ                           7.2 

which was assumed to proceed at the collision rate.   It is important to point out that 

the error associated with ݇ଵଵ (2.85 േ 0.27s-1) is far larger than that for most other 

determined pseudo first-order rate constants; therefore, the accuracy of all reported 

k/kc values is limited to 9.5% unless otherwise specified.   Further explanation of this 

approach and the instrumental design can be found in Chapter 2.  

 When possible, Gaussian (Wallingford, CT) was used by Kaitlin Papson 

to examine the thermodynamic properties of the observed reactions between metal salt 

clusters and hydrogen sulfide.  Gaussian is able to characterize the potential energy 

surface of a reaction allowing the change in reaction energy (ΔE) to be calculated.  

This information is used for comparison to experimental results.  All theoretical results 

are ground state density functional theory (DFT) calculations done using the B3LYP 

hybrid functional and LANL2DZ basis set.  
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7.3 Results and Disscussion 

7.3.1 Anionic Reactions 

Electrosprayed solutions of cadmium salts (Cd(NO3)2, Cd(CH3COO)2 and 

CdCl2) produce ions of the type [CdxL2x+1]- (x = 1-4, L = NO3, CH3COO, or Cl) in 

negative ion mode.  Individual clusters were isolated in the source region of the 

instrument and exposed to H2S (g) in the ICR cell.  Both cadmium nitrate and 

cadmium acetate anionic clusters were shown to react readily with hydrogen sulfide in 

the gas phase.  Cadmium chloride clusters ([CdxCl2x+1]-, x=1-4), although able to be 

observed using electrospray, did not display any reactivity under the conditions of the 

experiment.  A representative set of mass spectra can be found in Figure 7.1 for the 

reaction of [Cd2(NO3)5]- with hydrogen sulfide.  It can be seen that the first reaction 

product is the sulfidic cluster [Cd2SH(NO3)4]- resulting from substitution of NO3
- by 

SH- losing HNO3 as a neutral.  As reaction time proceeds, a second bisulfide can 

replace a nitrate ligand or [Cd2SH(NO3)4]- can lose HNO3 to make [Cd2S(NO3)3]-.  

Although unlikely, the possibility of [Cd2S(NO3)3]- being a direct product of 

[Cd2(NO3)5]- through a loss of 2HNO3 cannot be ruled out.  This reaction sequence is 

highlighted in Scheme 7.2.  As mentioned earlier, the observed reaction products were 

grouped into families of clusters based on the number of sulfur atoms added upon 

reaction with H2S.  The simplified sequential reaction scheme (See Scheme 7.2) is 

then used to generate kinetic plots as seen in Figure 7.2.  The data points represent the 

sum of isotopically adjusted relative intensities for all clusters associated with each 

cluster family.  For example, the orange data set (Cd2S1 cluster family) in Figure 7.2 

represents all observed clusters with one sulfur added ([Cd2SH(NO3)4]- and 

[Cd2S(NO3)3]-) for the reaction of [Cd2(NO3)5]- with H2S.  The lines are fit to the data 
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using the appropriate integrated rate equations to determine the pseudo first-order rate 

constants for the simplified sequential reaction scheme. Pseudo first-order rate 

constants are converted to reaction efficiencies which, for all reported anionic gas 

phase ion-molecule reactions, can be found in Table 7.1. 

Scheme 7.2 
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Figure 7.1.  Mass spectra taken at different reaction times for the reaction between 
[Cd2(NO3)5]- and H2S (g).  Results show the formation of various 
sulfidic product ions over time (Pressure = 4x10-9 Torr). 
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Figure 7.2.  Kinetic plot for the substitution reaction of [Cd2(NO3)5]- with hydrogen 

sulfide using a simplified sequential pseudo first-order model (Pressure 
= 4.0x10-9 Torr). 
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The observed product ions for the reactions between anionic cadmium 

nitrate salt clusters and hydrogen sulfide can be found in Table 7.2.  No reaction 

products were detected for the single cadmium complex, [Cd(NO3)3]-, at either  

4.0x10-9 or 9.0x10-9 torr of H2S.  For larger cadmium nitrate clusters ([Cdx(NO3)2x+1]-,            

x = 2-4), reaction with hydrogen sulfide results in the substitution of nitrate ligands for 

bisulfide losing HNO3 as a neutral.  Sulfide ligands are then formed with the 

additional loss of nitric acid.  The kinetic plots for each of these reaction sequences 

can be found in Figures 7.2-7.4.  As can be seen in Table 7.1, these reactions are 

generally inefficient (kx/kc < 5%) and fairly constant for all steps of the reaction.  

Although larger metal clusters were not susceptible to examination using Gaussian 

(See Table 7.3) with our computing resources, theoretical results for the single anionic 

cadmium nitrate complex are consistent with experimental results.  DFT calculations 

confirmed that the reaction between [Cd(NO3)3]- and H2S is an endothermic process. 

These results are of particular importance in comparison to the solution based 

chemistry as discussed in Chapter 6.  Similar to the observed gas phase ion-molecule 

reactions, solution reactions between cadmium nitrate clusters and H2S displayed 

substitution of nitrate for sulfate in larger clusters while no sulfidic reaction products 

were observed for the single cadmium nitrate complex.  This suggests the chemistry 

that governs the formation of metal sulfide clusters is similar in both gas and 

condensed phases.  
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Table 7.2. Observed product ions for the reaction between cadmium nitrate clusters 
and hydrogen sulfide. 

Cluster 
Families [Cd(NO3)3]- [Cd2(NO3)5]- [Cd3(NO3)7]- [Cd4(NO3)9]- 

CdxS1  [Cd2SH(NO3)4]-

[Cd2S(NO3)3]- 

[Cd3SH(NO3)6]-

[Cd3S(NO3)5]- 

[Cd4SH(NO3)8]-

[Cd4S(NO3)7]- 

CdxS2  [Cd2(SH)2(NO3)3]- [Cd3S(SH)(NO3)4]- [Cd4S(SH)(NO3)6]-

[Cd4S2(NO3)5]- 
CdxS3   [Cd3S(SH)2(NO3)3]- [Cd4S2(SH)(NO3)4]-

■: No reaction products observed             
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Table 7.3. Theoretical reaction energies for the reactions between 
mononuclear salt complexes and hydrogen sulfide in 
relation to experimentally determined reaction 
efficiencies. 

Modeled 
Complexes 

ΔE (kcal/mol) k1/kc 

[Cd(NO3)3]- 9.7109 No Observed reaction 

[Cd(CH3COO)3]- -6.2361 0.032 

[CdCl3]- 8.8246 No Observed Reaction

[CdNO3]+ -17.4419 1.00* 

[CdOH]+ -27.1828 0.77* 

[CdCl]+ 
-11.1628 

0.16* 

[ZnCl]+ -11.9029 0.037* 

■: No reaction products observed; *k1/kc values are for solvated 
(CH3OH) forms of these ions. 
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Figure 7.3.  Kinetic plot for the substitution reaction of [Cd3(NO3)7]- with hydrogen 
sulfide using a simplified sequential pseudo first-order model (Pressure 
= 4.0x10-9 Torr). 
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Figure 7.4.  Kinetic plot for the substitution reaction of [Cd4(NO3)9]- with hydrogen 
sulfide using a simplified sequential pseudo first-order model (Pressure 
= 4.0x10-9 Torr). 

 

The detected products for the reaction between cadmium acetate clusters 

([Cdx(CH3COO)2x+1]-, x=1-4) and H2S can be found in Table 7.4.  Unlike cadmium 

nitrate, hydrogen sulfide reactivity was observed for all examined anionic cadmium 

acetate clusters.  As seen in Figure 7.5, the single cadmium acetate complex 

([Cd(CH3COO)3]-) displays successive acetate ligand substitutions for bisulfide 

displacing HOAc as a neutral.  Experimentally determined reaction efficiencies (Table 

7.1) show substitution of all three ligands to be a fairly slow process (kx/kc < 5%). 

Observed reactivity for this complex is rationalized by the theoretical results (Table 

7.3) showing the first step of this reaction to be energetically favorable                    

(ΔE = -6.2361).  [Cd2(CH3COO)5]- and [Cd3(CH3COO)7]- exhibit similar reactivity to 
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their nitrate cluster counterparts (See Scheme 7.2) forming both bisulfide and sulfide 

ligated clusters with generally low reaction efficiencies for all steps in the reaction 

sequence (Table 7.1).  Kinetic plots for these reactions can be found in Figures 7.6 and 

7.7 respectively.   

 

Table 7.4. Observed product ions for the reaction between cadmium acetate clusters and 
hydrogen sulfide. 

Cluster 
Families [Cd(OAc)3]- [Cd2(OAc)5]- [Cd3(OAc)7]- [Cd4(OAc)9]- 

CdxS1 [CdSH(OAc)2]- [Cd2SH(OAc)4]-

 [Cd2S(OAc)3]- 
[Cd3S(OAc)5]- [Cd4S(OAc)7]- 

CdxS2 [Cd(SH)2(OAc)]- [Cd2(SH)2(OAc)3]-

[Cd2S(SH) OAc)2]-
[Cd3S(SH)( OAc)4]-  

CdxS3 [Cd(SH)3]- [Cd2S(SH)2(OAc)]- [Cd3S(SH)2(OAc)3]- 

 
CdxS4  [Cd2S(SH)3]- [Cd3S(SH)3(OAc)2]-  

CdxS5   [Cd3S(SH)4(OAc)]- 

 [Cd3S2(SH)3]- 
[Cd4S2(SH)3(OAc)2]-

 

CdxS6   [Cd3S(SH)4]- [Cd4S2(SH)4(OAc)]-

[Cd4S3(SH)3]- 

CdxS7    [Cd4S2(SH)5]- 

OAc: Acetate Ligand (CH3COO-), ■: No reaction products observed             

 



 133

 

 
Figure 7.5.  Kinetic plot for the substitution reaction of [Cd(CH3COO)3]- with 

hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 
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Figure 7.6.  Kinetic plot for the substitution reaction of [Cd2(CH3COO)5]- with 

hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 
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Figure 7.7.  Kinetic plot for the substitution reaction of [Cd3(CH3COO)7]- with 

hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 

 

Unique in comparison to all other reactions reported is the interaction 

between [Cd4(CH3COO)9]- and H2S.  Similar to other systems, [Cd4(CH3COO)9]- 

reacts to form sulfidic clusters with both bisulfide and sulfide ligands with the initial 

steps of this process being rather inefficient (See Table 7.1).  However, only initial 

(Cd4S1) and final (Cd4S5 - Cd4S7) product clusters are observed for this reaction 

sequence at both pressures tested (4.0x10-9 and 9.0x10-9 torr).  The lack of 

intermediate species (Cd4S2, Cd4S3, and Cd4S4) suggests that the reaction efficiencies 

associated with these products (k3/kc, k4/kc and k5/kc) must be very high.  A 

combination of high efficiency for these middle steps along with very slow initial 
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steps would not allow any significant build up of intermediate products.  To model this 

system it was assumed that k3/kc, k4/kc and k5/kc were collision rate limited as 

highlighted in Scheme 7.3.  The kinetic plot for this reaction (Figure 7.8) shows the 

fits using this model to be reasonable suggesting that it is an appropriate description of 

the reaction sequence.  The fast intermediate reactions of this cluster are unusual in 

that they are the most efficient processes observed in larger clusters.  Overall, anionic 

clusters are characterized by slower reactions which can be explained, in comparison 

to their cationic counterparts, in that they have fewer open metal coordination sites.  

Moreover, in the case of cadmium acetate, the additional ligands in the anionic 

clusters would be expected to further slow substitution reactions due to negative steric 

effects caused by the methyl groups.  With that said, the enhanced reactivity of 

[Cd4(CH3COO)9]- seems to point to unique structural features in comparison to similar 

systems. 
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Scheme 7.3 
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Figure 7.8.  Kinetic plot for the substitution reaction of [Cd4(CH3COO)9]- with 

hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 

 

7.3.2 Cationic Reactions 

Cationic clusters produced by positive mode electrospray vary greatly 

depending on the specific salt solution being analyzed.  Similar to clusters observed in 

negative mode, ESI of cadmium acetate solutions generates a series of cationic 

clusters of the type [Cdx(CH3COO)2x-1]+ (x = 2-4).  However, for cadmium acetate 

solutions no single cadmium complexes were detected while operating in positive 

mode.  On the other hand, for all other metal salt solutions analyzed in positive mode 

(Cd(NO3)2, CdCl2, and ZnCl2) only solvated single metal complexes were able to be 

isolated for reaction with hydrogen sulfide.  Additionally, [CdOH(CH3OH)]+ was 
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produced using cadmium nitrate solutions presumably from substitution of the nitrate 

ligand by water forming the hydroxy complex.  Although solvated complexes were not 

able to be modeled using Gaussian, DFT calculations show reaction of all relevant 

cationic clusters to be energetically favorable (Table 7.3).  As with the anionic 

reactions, all cationic systems were modeled as sequential pseudo first-order processes 

by organizing product ions into families based on the total number of sulfur atoms 

added.  Reaction efficiencies for the cationic systems can be found in Table 7.5. 
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The observed product ions for the reaction between cationic cadmium acetate 

salt clusters and hydrogen sulfide can be found in Table 7.6.  As mentioned earlier, no 

single cadmium complexes were detected using positive mode ESI.  The product ions 

for the reaction between larger cationic cadmium acetate clusters      

([Cdx(CH3COO)2x-1]+, x = 2-4) and hydrogen sulfide are much different than those 

seen for the similar anionic clusters.  As can be seen in Table 7.5, the initial reaction 

steps are much more efficient (kx/kc ≥ 37%) for the cationic reactions.  These first steps 

are associated with substitution of acetate by bisulfide ligands losing CH3COOH as a 

neutral.  Again, similar to anionic clusters, the cadmium bisulfide species undergo 

unimolecular reactions losing acetic acid to form sulfide ligands at longer reaction 

times.  Unique to the cationic reactions, the reaction efficiency decreases greatly   

(kx/kc < 7%) as the reaction proceeds.  At longer time scales, these more inefficient 

processes are linked to H2S addition reactions.  It should be noted that it is unknown 

whether H2S is simply being added to the cationic cluster or if the bisulfide species is 

formed and not enough energy is released to eject CH3COOH.  Scheme 7.4 illustrates 

this complex reaction sequence for [Cd4(CH3COO)7]+.  This reaction scheme, in 

particular, highlights the necessity of the simplified ‘cluster family’ model.  Kinetic 

plots for reactions between [Cdx(CH3COO)2x-1]+ (x = 2-4) and hydrogen sulfide can be 

found in Figures 7.9-7.11. 
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Table 7.6. Observed product ions for the reaction between cadmium acetate 
clusters and hydrogen sulfide. 

Cluster 
Families [Cd2(OAc)3]+ [Cd3(OAc)5]+ [Cd4(OAc)7]+ 

CdxS1 [Cd2SH(OAc)2]+ [Cd3SH(OAc)4]+

[Cd3(OAc)3(H2S)]+ 
[Cd4SH(OAc)6]+ 

CdxS2 [Cd2SH(OAc)2(H2S)]+ [Cd3(SH)2(OAc)3]+

[Cd3SH(OAc)4(H2S)]+ 
[Cd4(SH)2(OAc)5]+ 

[Cd4S(SH)(OAc)4]+ 

[Cd4SH(OAc)6(H2S)]+ 

CdxS3 [Cd2SH(OAc)2(H2S)2]+ [Cd3(SH)3(OAc)2]+

[Cd3(SH)2(OAc)3(H2S)]+ 
[Cd4(SH)3(OAc)4]+ 

[Cd4S(SH)2(OAc)3]+ 

[Cd4(SH)2(OAc)5(H2S)]+ 

CdxS4  [Cd3(SH)3(OAc)2(H2S)]+ [Cd4(SH)4(OAc)3]+ 

[Cd4S(SH)3(OAc)2]+ 

[Cd4(SH)3(OAc)4(H2S)]+ 

CdxS5   [Cd4S(SH)4(OAc)]+ 

[Cd4S(SH)3(OAc)2(H2S)]+

OAc: Acetate Ligand (CH3COO-), ■: No reaction products observed             
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Scheme 7.4 
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Figure 7.9.  Kinetic plot for the substitution reaction of [Cd2(CH3COO)3]+ with 
hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 
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Figure 7.10.  Kinetic plot for the substitution reaction of [Cd3(CH3COO)5]+ with 
hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 9.0x10-9 Torr). 
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Figure 7.11.  Kinetic plot for the substitution reaction of [Cd4(CH3COO)7]+ with 
hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 9.0x10-9 Torr). 
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The last group of reactions studied was between solvated metal salt complexes 

and hydrogen sulfide.  Observed reaction products can be found in Table 7.7 and 

kinetic plots can be found in Figures 7.12-7.15.  In all cases, the primary reaction 

channel involves simple substitution of the lone anionic ligand for bisulfide with the 

bound solvent molecules remaining following the reaction.  For the reaction between 

[CdCl(CH3OH)]+ and H2S (Table 7.7, Figure 7.14) a minor channel stemming from 

substitution of the solvent molecule for H2S is observed.  It should be noted, however, 

that [CdSH(CH3OH)]+ is the dominate reaction product. The persistence of solvent 

molecules throughout the reaction suggests that they do not play a role in the 

chemistry of metal sulfide formation.  This further demonstrates the suitability of gas 

phase ion-molecule reactions as models for aqueous metal sulfide reactions.   

The reactions of cationic complexes allow for a number of important 

comparisons to be made.  The cadmium nitrate complexes ([CdNO3(CH3OH)(H2O)]+ 

and [CdNO3(CH3OH)]+) show a decrease in reaction efficiency (Table 7.5) with an 

increase in solvation highlighting solvent shell effects on reactivity.  The cationic 

cadmium complexes also illustrate effects of counter ion on reactivity with the order 

being NO3
- > OH- > Cl- in terms of reaction efficiency (Table 7.5).  Comparisons 

between cadmium and zinc were also made (Table 7.5) showing the reaction of H2S 

with [CdCl(CH3OH)]+ to be much more efficient than [ZnCl(CH3OH)]+.  
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Table 7.7. Observed product ions for the reaction between cadmium          
acetate clusters and hydrogen sulfide. 

Cluster Families CdS1 CdS2 

[CdNO3(CH3OH)(H2O)]+ [CdSH(CH3OH)(H2O)]+  
 

[CdNO3(CH3OH)]+ [CdSH(CH3OH)]+  

[CdOH(CH3OH)]+ [CdSH(CH3OH)]+  

[CdCl(CH3OH)]+ [CdSH(CH3OH)]+

[CdCl(H2S)]+ 

[CdSH]+ 

[CdSH(H2S)]+ 

 

[ZnCl(CH3OH)]+ [CdSH(CH3OH)]+  
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Figure 7.12. Kinetic plot for the substitution reaction of [CdNO3(CH3OH)(H2O)]+with 
hydrogen sulfide (Pressure = 4.0x10-9 Torr). 



 150

 

 

 

Figure 7.13.  Kinetic plot for the substitution reaction of [CdNO3(CH3OH)]+ and 
[CdOH(CH3OH)]+  with hydrogen sulfide using a simplified sequential 
pseudo first-order model (Pressure = 4.0x10-9 Torr). 
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Figure 7.14.  Kinetic plot for the substitution reaction of [CdCl(CH3OH)]+ with 
hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 
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Figure 7.15.  Kinetic plot for the substitution reaction of [ZnCl(CH3OH)]+ with 
hydrogen sulfide using a simplified sequential pseudo first-order model 
(Pressure = 4.0x10-9 Torr). 

 

7.4 Conclusions 

Gas phase ion-molecule reactions between metal salt clusters and 

hydrogen sulfide were described using a simplified sequential pseudo first-order 

kinetic model.  Reaction energies, determined using DFT calculations, were consistent 

with all observed reactions.  Anionic reactions were shown to proceed with low 

reaction efficiencies (kx/kc < 5%) except for the reaction between [Cd4(CH3COO)9]- 

and H2S in which intermediate steps were shown to proceed very rapidly after initial 
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sulfide substitution.  No reaction products were observed for any anionic cadmium 

chloride cluster.  Cationic metal salt clusters were shown to react with much higher 

efficiencies, however, reaction rates decrease substantially in later reaction steps.  

Although bound solvent molecules were shown to not participate in ligand substitution 

reactions, an increase in the number of solvent molecules resulted in a decrease in 

reaction efficiency presumably due to steric effects.  Additionally, evaluation of the 

ligands tested showed NO3
- > OH- > Cl- in terms of reaction efficiency while higher 

reaction rates were observed for cadmium in comparison to zinc.  Gas phase ion-

molecule reactions were also found to be consistent with the observed solution phase 

reactivity of cadmium nitrate clusters.  This comparison, in combination with the 

results for solvated cationic complexes, suggest that gas phase ion-molecule reactions 

of metal salt clusters with hydrogen sulfide can be used as models for metal sulfide 

formation in aqueous systems.   

The reactions between metal salt clusters and hydrogen sulfide may 

represent the initial steps in the continuum going from dissolved ions to solid 

particulate matter and therefore are the foundation for understanding metal sulfide 

formation and nucleation.  The direct observation of cadmium salt growth in aqueous 

solutions and the similarities between the gas-phase and solution-phase reactivity for 

cadmium nitrate clusters allow for speculation as to how metal sulfide nucleation 

reactions proceed.  Particularly in hydrothermal systems where metal concentrations 

are high, our data suggests that small metal sulfide molecular species may not be the 

building blocks of particulate matter.  Instead, at least initially, cluster growth seems 

to proceed through the addition of metal salt units.  These salt clusters can then react 

with H2S as highlighted in our results.  Additionally, our results may point to anionic 
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metal sulfide species overshadowing both cationic and neutral species in initiating 

cluster growth in aquatic environments.  Neutral and cationic clusters have open 

binding sites which would presumably be occupied by solvent molecules in solution.  

We propose that sulfidic ligands (HS- or S2-) would readily displace the bound neutral 

solvent molecules due to the strong binding energy associated with the formation of 

metal sulfide bonds.  The strength of the metal-sulfur interaction is demonstrated by 

formation of HNO3 and HCl as products of the reaction between metal salt clusters 

and H2S despite the fact that these species are strong acids.   

Finally, it should be noted that these studies outline methods for producing 

mass selected ion beams for further studies.  Guided ion beam studies, for example, 

might provide accurate fragmentation energies of the clusters [35].  Multiphoton 

infrared dissociation studies using tunable free electron lasers might provide 

vibrational frequencies of the clusters [36].  Finally soft deposition methods have been 

developed that might provide a means for depositing the mass selected clusters on a 

surface for further studies and perhaps ultimately new kinds of semiconductor films 

[37].  The development of methodology for producing mass selected metal sulfide 

species provides an entirely new perspective on the study of these important materials. 

 

 

 



 155

 7.5 References 

1. Bianchini, A.; Bowles, K. C. Metal Sulfides in Oxygenated Aquatic Systems: 
Implications for the Biotic Ligand Model. Comp. Biochem. Physiol. , Part C: 
Toxicol. Pharmacol. 2002, 133C, 51-64. 

 
2. Smith, D. S.; Bell, R. A.; Kramer, J. R. Metal Speciation in Natural Waters with 

Emphasis on Reduced Sulfur Groups as Strong Metal Binding Sites. Comp. 
Biochem. Physiol. , Part C: Toxicol. Pharmacol. 2002, 133C, 65-74. 

 
3. Rickard, D.; Luther, G. W.,III. Metal Sulfide Complexes and Clusters. Reviews in 

Mineralogy & Geochemistry. 2006, 61, 421-504. 
 
4. Luther, G. W.,I.I.I.; Rickard, D. T. Metal Sulfide Cluster Complexes and their 

Biogeochemical Importance in the Environment. Journal of Nanoparticle 
Research. 2005, 7, 389-407. 

 
5. Rozan, T. F.; Lassman, M. E.; Ridge, D. P.; Luther, G. W.,III. Evidence for Iron, 

Copper and Zinc Complexation as Multinuclear Sulfide Clusters in Oxic 
Rivers. Nature (London). 2000, 406, 879-882. 

 
6. Bianchi, A.; Domenech, A.; Garcia-Espana, E.; Luis, S. V. Electrochemical Studies 

on Anion Coordination Chemistry. Application of the Molar-Ratio Method to 
Competitive Cyclic Voltammetry. Anal. Chem. 1993, 65, 3137-3142. 

 
7. Moreau, J. W.; Webb, R. I.; Banfield, J. F. Ultrastructure, Aggregation-State, and 

Crystal Growth of Biogenic Nanocrystalline Sphalerite and Wurtzite. Am. 
Mineral. 2004, 89, 950-960. 

 
8. Borchert, H.; Shevchenko, E. V.; Robert, A.; Mekis, I.; Kornowski, A.; Gruebel, G.; 

Weller, H. Determination of Nanocrystal Sizes: A Comparison of TEM, 
SAXS, and XRD Studies of Highly Monodisperse CoPt3 Particles. Langmuir. 
2005, 21, 1931-1936. 

 
9. Burleson, D. J.; Driessen, M. D.; Penn, R. L. On the Characterization of 

Environmental Nanoparticles. J Environ Sci Health A Tox Hazard Subst 
Environ Eng. 2004, 39, 2707-2753. 

 
10. Deonarine, A.; Hsu-Kim, H. Precipitation of Mercuric Sulfide Nanoparticles in 

NOM-Containing Water: Implications for the Natural Environment. Environ. 
Sci. Technol. 2009, 43, 2368-2373. 

 



 156

11. Pecora, R.; Editor. Dynamic Light Scattering: Applications of Photon Correlation 
Spectroscopy. 1985, Plenum Press, New York. 

 
12. Tiemann, M.; Marlow, F.; Hartikainen, J.; Weiss, O.; Linden, M. Ripening Effects 

in ZnS Nanoparticle Growth. J. Phys. Chem. C. 2008, 112, 1463-1467. 
 
13. Brus, L. Electronic Wave Functions in Semiconductor Clusters: Experiment and 

Theory. J. Phys. Chem. 1986, 90, 2555-2560. 
 
14. Brus, L. E. Electron-Electron and Electron-Hole Interactions in Small 

Semiconductor Crystallites: The Size Dependence of the Lowest Excited 
Electronic State. J. Chem. Phys. 1984, 80, 4403-4409. 

 
15. McMahon, T. B.; Beauchamp, J. L. Determination of Ion Transit Times in an Ion 

Cyclotron Resonance Spectrometer. Rev. Sci. Instrum. 1972, 43, 509. 
 
16. McIver, R. T., Jr.; Dunbar, R. C. Pulsed Ion Cyclotron Double Resonance for the 

Study of Ion-Molecule Reactions. Int. J. Mass Spectrom. Ion Phys. 1971, 7, 
471-483. 

 
17. Byrd, M.; Guttman, C. M.; Wallace, W. E.; Ridge, D. P. Gas-Phase Reactivity of 

Î·5-Cyclopentadienylcobalt Ion (CpCo+) Towards Saturated Hydrocarbons 
using Fourier-Transform Mass Spectrometry (FT-MS). Abstracts of Papers, 
223rd ACS National Meeting, Orlando, FL, United States, April 7-11, 2002. 
2002, ANYL-079. 

 
18. Luu, N. C.; Iyer, R. A.; Anders, M. W.; Ridge, D. P. Bioactivation Mechanisms of 

Haloalkene Cysteine S-Conjugates Modeled by Gas-Phase, Ion-Molecule 
Reactions. Chem. Res. Toxicol. 2000, 13, 610-615. 

 
19. Luu, N. C.; Iyer, R. A.; Anders, M. W.; Ridge, D. P. Fourier-Transform Ion 

Cyclotron Resonance Mass Spectrometric Studies of Elimination Reactions of 
Anionic Bases with Metabolites of a Fluorinated Anesthetic Agent: Towards 
Modeling Bioactivation in the Gas Phase. International Journal of Mass 
Spectrometry. 2000, 195/196, 203-213. 

 
20. Chen, O.; Groh, S.; Liechty, A.; Ridge, D. P. Binding of Nitric Oxide to Iron(II) 

Porphyrins: Radiative Association, Blackbody Infrared Radiative Dissociation 
and Gas-Phase Association Equilibrium. J. Am. Chem. Soc. 1999, 121, 11910-
11911. 

 



 157

21. Ekeberg, D.; Uggerud, E.; Lin, H.; Sohlberg, K.; Chen, H.; Ridge, D. P. 
Dehydrogenation of Ethane by CpM+ (M = Fe, Co, Ni) in the Gas Phase. an 
FT-ICR-MS Study. Organometallics. 1999, 18, 40-44. 

 
22. Bjarnason, A.; Ridge, D. P. Gas-Phase Reactions of M+ and MO+ (M = Sc, Ti, V) 

with Toluene. Organometallics. 1998, 17, 1889-1893. 
 
23. Arnold, F. P.,Jr.; Ridge, D. P.; Rheingold, A. L. Reaction of Diantimony Anion 

with Mononuclear Metal Carbonyls. First Observed Instance of an Antimony-
Transition-Metal Triple Bond. J. Am. Chem. Soc. 1995, 117, 4427-4428. 

 
24. Pan, Y. H.; Ridge, D. P. Gas-Phase Reactions of Chromium, Iron, and Nickel 

Carbonyls of Cr(CO)5-, Fe(CO)4-, and Ni(CO)3- with Organic Electrophiles. 
J. Am. Chem. Soc. 1992, 114, 2773-2780. 

 
25. Chen, H. L.; Hagan, T. E.; Groh, S. E.; Ridge, D. P. Gas-Phase Reactions of Iron 

Porphyrins with Nitrogen Oxide (NO2): Oxygen Atom Transfer to Anionic 
and Cationic Iron Porphyrins. J. Am. Chem. Soc. 1991, 113, 9669-9670. 

 
26. Pan, Y. H.; Sohlberg, K.; Ridge, D. P. Reactions of Cobalt Ions Co1-4+ and 

Co4(CO)n+ with Cyclohexane: C-H Activation as a Function of Cluster Size 
and Ligand Substitution. J. Am. Chem. Soc. 1991, 113, 2406-2411. 

 
27. Barry, R.; Strobel, F.; Haas, M.; Ridge, D.; Munson, B. Ion Molecule Reactions in 

Diisopropyl Ether. Int. J. Mass Spectrom. Ion Processes. 1989, 89, 133-148. 
 
28. Ridge, D. P.; Meckstroth, W. K. Reactions in Ionized Metal Carbonyls: Clustering 

and Oxidative Addition. Gas Phase Inorg.Chem. 1989, 93-113. 
 
29. Ridge, D. P. Reactions of Transition Metal Ions with Cycloalkanes and Metal 

Carbonyls. NATO ASI Series, Series C: Mathematical and Physical Sciences. 
1987, 193, 165-175. 

 
30. Meckstroth, W. K.; Freas, R. B.; Reents, W. D., Jr.; Ridge, D. P. Relationship 

between Structure and Reactivity for Metal Clusters Formed in Ion-Molecule 
Reactions in Decacarbonyldimanganese and 
Pentacarbonyl(Pentacarbonylmanganio)Rhenium. Inorg. Chem. 1985, 24, 
3139-3146. 

 
31. Meckstroth, W. K.; Ridge, D. P. Very Large Metal Carbonyl Clusters Formed by 

ion/molecule Reactions in Decacarbonyldirhenium. International Journal of 
Mass Spectrometry and Ion Processes. 1984, 61, 149-152. 

 



 158

32. Peake, D. A.; Gross, M. L.; Ridge, D. P. Mechanism of the Reaction of Gas-Phase 
Iron Ions with Neutral Olefins. J. Am. Chem. Soc. 1984, 106, 4307-4316. 

 
33. Wronka, J.; Ridge, D. P. Double Metal to Metal Bonds in Metal Carbonyl Clusters 

Formed in the Gas-Phase Negative Ion Chemistry of Iron Pentacarbonyl. J. 
Am. Chem. Soc. 1984, 106, 67-71. 

 
34. Allison, J.; Ridge, D. P. Reactions of Atomic Metal Ions with Alkyl Halides and 

Alcohols in the Gas Phase. J. Am. Chem. Soc. 1979, 101, 4998-5009. 
 
35. Armentrout, P. B. Guided Ion Beam Studies of Transition Metal-Ligand 

Thermochemistry. Int. J. Mass Spectrom. 2003, 227, 289-302. 

36. Moore, D. T.; Oomens, J.; Eyler, J. R.; Meijer, G.; von Helden, G.; Ridge, D. P. 
Gas-Phase IR Spectroscopy of Anionic Iron Carbonyl Clusters. J. Am. Chem. 
Soc. 2004, 126, 14726-14727. 

37. Laskin, J.; Wang, P.; Hadjar, O. Soft-Landing of Peptide Ions Onto Self-
Assembled Monolayer Surfaces: An Overview. Physical Chemistry Chemical 
Physics. 2008, 10, 1079-1090. 



 159

Chapter 8 

CONCLUDING REMARKS 

The unique and powerful capabilities of ESI FT-ICR mass spectrometry 

have been utilized for the analysis of complex environmental samples.  The research 

featured in this dissertation is a true example of modern multidisciplinary research 

covering environmental, analytical, physical, inorganic and biochemistry.  From an 

analytical perspective, this work provided training in traditional mass spectrometry 

analysis characterizing samples based on mass accuracy and fragmentation 

experiments in addition to more innovative techniques such as energy-resolved SID 

experiments and gas phase ion-molecule reactions.  The following is a synopsis of my 

finding and thoughts on how they may fit into a broader range of applications. 

Following an overview of the experimental methods, Chapter 3 describes 

the affect of oxidation on fragmentation patterns of peptides using energy-resolved 

surface-induced dissociation, RRKM modeling, and molecular dynamics.  The new 

low-energy fragmentation pathways resulting from oxidation of tyrosine and histidine 

were found to be entropically driven requiring significant conformational 

rearrangement in the formation of the transition states for each unimolecular reaction 

pathway.  Oxidation of tyrosine, resulting in the addition of another hydroxyl group in 

the 2-position, was seen to induce acidic cleavage C-terminal to the modified residue.  

Although ozonolysis of histidine leads to a more complex picture, the energetics are 

determined mostly by the lowest energy dissociation mechanism resulting in the 
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[MH+3O]+-45 fragment.  This cleavage is driven by strong hydrogen bonding 

interactions within the modified histidine side chain as highlighted by the molecular 

dynamics results. 

In addition to clarifying the affects of ozone exposure on peptides, these 

findings build upon the extended body of research involving the fundamentals of 

peptide fragmentation in the gas phase.  The understanding of dissociation 

mechanisms for oxidized species is an essential next step.  These results not only 

provide the basis for characterizing environmentally significant ozonolysis reactions 

but also provide valuable insight into how oxidized peptides fragment in general 

which can be used to more efficiently sequence modified proteins. 

In Chapters 4-7 the focus shifted to understanding environmentally 

significant metal sulfide nucleation processes using ESI FT-ICR mass spectrometry.  

To begin with, there is a discussion on the unique observation of metal salt cluster 

growth in binary water-methanol solutions (Chapter 5).  It was found that the relative 

concentrations of cadmium nitrate clusters shift to larger species following dilution of 

aqueous salt solutions with methanol.  This behavior is thought to transpire due to a 

decrease in dielectric constant as the hydrogen bonding framework of water is 

disrupted by the addition of methanol.  Placed in an environmental context, it is 

believed that metal salt clusters may be more appropriate starting points than 

completely dissociated ions in understanding metal sulfide reactions at hydrothermal 

vent sites under supercritical conditions. 

Chapter 6 described our attempts to use molecular capping agents to 

interrupt particle formation in aqueous solutions.  Solutions of cadmium nitrate and 
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the capping agent 2-mercaptopyridine following reaction with H2S showed capped 

metal clusters with sulfate ligands added.  Sulfate species are thought to be oxidized 

forms of sulfide ligands.  The reactivity of cadmium nitrate clusters or, more 

specifically, the lack of observed reactivity for [Cd(NO3)3]- with H2S in solution 

provided a valuable connection between similarities of solution based reactions and 

the gas phase ion-molecule reactions described in Chapter 7. 

The gas phase ion-molecule reactions of metal salt clusters with hydrogen 

sulfide provided a unique approach for characterizing the initial steps of metal sulfide 

nucleation (Chapter 7).  Ions produced from solutions of Cd(NO3)2, Cd(CH3COO)2, 

CdCl2 and ZnCl2 were analyzed.  Anionic reactions were characterized as slow and 

constant with all steps having reaction efficiencies < 5%.  An exception to this trend 

was [Cd4(CH3COO)9]- which displayed very fast intermediate bisulfide substitutions 

following initial formation of [Cd4S(CH3COO)9]-.  The cations on the other hand, 

generally react initially with much greater reaction efficiencies and slow down 

significantly as the reaction proceeds.  Comparison of ligating species showed NO3
- > 

OH- > Cl- in terms of reaction efficiency and cadmium species were observed to react 

with faster rates than zinc. 

As with all good research, the metal sulfide project has generated more 

new and interesting questions than answers.  In the context of the overall project goals, 

ESI FT-ICR mass spectrometry has successfully characterized the realm of metal 

complexes and molecular clusters along the pathway through nanoparticulate to solid 

state material.  Our collaborators, on the other hand, have been able to use UV/Vis 

spectroscopy to determine sizes of larger metal sulfide nanoparticles.  Unfortunately, 

as depicted in Figure 8.1, the gap between these two domains was unable to be 
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bridged.  Further work is needed to expand the capabilities of mass spectrometry to 

larger clusters and enlist new techniques to characterize smaller metal sulfide 

particles. 

 

 

Figure 8.1. The study of metal sulfide precipitation using a collaborative 
multifaceted analytical approach.  ESI mass spectrometry was found 
to be effective for characterizing metal sulfide complexes and 
clusters while UV/VIS spectroscopy was useful for determining size 
of nanoparticles. 
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The success of this work, however, is not strictly limited to understanding 

the mechanism of metal sulfide precipitation.  A number of novel experiments have 

developed from the gas phase ion-molecule reactions of metal sulfides.  In addition to 

the obvious shift to other metal systems such as iron and copper, a priority is to 

produce metal sulfide clusters in the source region of the FT-ICR mass spectrometer 

allowing isolation of product ions for structural analysis using various fragmentation 

techniques and IR spectroscopy.  Producing metal sulfide clusters in the source region 

may also lead to a method for depositing mass selected clusters surfaces to generate 

novel semiconductor thin films.  Additionally, interest in our work has sparked other 

research groups to take advantage of gas phase ion-molecule reactions to understand 

reactions of environmentally significant clusters and particles.  Building from a 

positive relationship with the Johnston group at the University of Delaware, our work 

has been the starting point for their research on amine exchange reactions into 

ammonium bisulfate and ammonium nitrate clusters.  This speaks to the true 

collaborative nature of science.  It is not what has been done that motivates, but the 

possibility of what is to follow that truly inspires curiosity. 
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Appendix B 

HYDROTHERMAL VENTS: DISCOVERY OF A NEW ECOSYSTEM 

B.1 Abstract 

Described herein is a multifaceted Problem-based Learning activity in 

which students discover hydrothermal vents while being exposed to topics such as 

properties (physical and chemical), chemical bonding, oxidation states, and energy 

transfer in environmental systems.  The activity is designed for students to work 

together in small groups (2-4 students) on a three stage project that helps students 

understand how to tackle complex problems.  For advanced college students, the level 

of difficulty can be adjusted by only providing students with the ‘Overview’ section of 

the problem.  The activity was designed for high school physical science classes made 

possible through funding from the University of Delaware GK-12 Fellowship 

program, a partnership with the New Castle County Vocational Technical School 

District (www.udel.edu/GK-12). 

B.2 Problem Content 

This activity is targeted towards high school physical science (9th grade), 

high school chemistry, and general college chemistry students.  The problem is broken 

down into separate tasks to provide younger students with direction and is designed to 

be completed in two 50 minute class periods.  See Hydrothermal Vent Activity v3 at 

www.udel.edu/GK-12/spraggins.html for the project website. 
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B.2.1 Overview 

Found in the deepest, darkest reaches of our planet hydrothermal vents 

(aka: ‘black smokers’) represent one of the more extreme environments on earth.  

Despite the difficulty in exploring these unique ecosystems, they continue to be the 

focus of much research which is proving to answer some of our greatest questions. 

Imagine that you and your partner are the first scientists to ever see a hydrothermal 

vent. As you plunge deep into the abyss near the Mid-Ocean Ridge system you see 

them...  Chimneys reaching as high as a 15 story building with billowing smoke stacks 

shooting from their tops. Amazed by what you are seeing, you lean over to your fellow 

scientist and ask "How can there be smoke underwater? This is CRAZY!" 

Your Task: Thinking like a Geochemist, describe the chemical makeup of 

the 'smoke' coming from these underwater chimneys. Use the provided links (see 

Student Resources: Websites) to work through Parts I-III. This should help you answer 

the question...  What is the smoke? 

B.2.2 Part I: The Basics 

So, where to begin? Whenever faced with a tough problem, start with the 

basics.  Hydrothermal Vents…What are they? Where do you find them? You have 10 

min to work through this section....GO! 

B.2.3 Part II: Properties 

Now let’s get down to business! You remember way back when we 

learned about Physical properties...Well, now it's time to dust off that piece of 

knowledge and use it. To scientifically describe hydrothermal vent 'smoke' we need to 
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understand the physical properties near hydrothermal vents. What is it like inside the 

vent? How do the physical properties change as you move away from the vent? 

What about chemical properties? What atoms, ions, or molecules make up 

the 'smoke'? What reactions are taking place? 

B.2.4 Part III: Energy 

Well you made it! This is our last task for the day. Let’s switch our focus 

a bit to how the 'smoke' is made. Think back to when we talked about energy transfer.  

 ...Describe how energy is transferred in this system. To really understand 

how this underwater 'smoke' is made we need to understand how energy transfer and 

hydrothermal vents are related. Give it a shot.... 

B.3 Student Learning Objectives 

• To understand matter classification: element vs. compound  

• To differentiate atoms and ions. 

• To determine oxidation numbers of elements using the periodic table 

• Knowing oxidation numbers, be able to write balanced chemical reactions.  

• To describe energy transfer in hydrothermal vent ecosystems 
(chemosynthesis). 

B.4 Teacher Notes 

This problem was originally designed for high school physical science 

classes (9th grade) which focus primarily on chemistry while lightly covering both 

physics and earth science.   For this activity there were two instructors acting a roving 



 170

facilitators with a typical class size of roughly thirty students.  Groups were comprised 

of 2-4 students with one computer for every two students.  In addition to covering 

specific state testing standards (properties, chemical bonding, and oxidation numbers), 

we wanted to use this activity to highlight the connectivity between the course 

material and natural environments. 

B.4.1 Teacher Notes: Overview 

A good way kick off the activity and grab the students’ attention is to 

show a short video clip of hydrothermal vents while the ‘Overview’ is read aloud.  

Discovery Channel has a number of specials covering vents.  We observed that our 

high school students immediately go to Google and search ‘what is smoke?’ getting no 

search hits that are associated with hydrothermal vents.  For this reason we adjusted 

the activity in later versions to only have students use the websites provided (See 

Student Recourses: Websites).  For high school students, this is a great opportunity to 

talk to groups about how to effectively use the internet as a search tool.  It can be 

useful to allow students to take some time to address the question before introducing 

Parts I-III which were written in later versions to help direct the students to a thorough 

answer and to ensure that we cover specific learning goals. 

B.4.2 Teacher Notes: Part I 

This section is pretty basic and students generally have little issue with 

answering these questions.  For our high school students the major hurdle we faced 

was getting the students to expand their answers.  They are in a multiple choice/short 
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answer mind set and PBL activities are a great way to help students develop more 

complete ideas. 

B.4.3 Teacher Notes: Part II 

Our students have prior experience with physical properties and this 

activity builds off their understanding.  To properly describe the ‘smoke’ coming out 

of these vents a physical understanding of this extreme environment is essential.  We 

want them to describe the area surrounding hydrothermal vents in terms of 

temperature gradients, pressure and lack of sunlight.  Ultimately, our best student 

projects will highlight the connectivity between these physical factors and the 

chemical properties of this system.  To ensure our students cover the appropriate 

learning goals, it is important to direct the students to describe the chemical reactions 

taking place inside the hydrothermal vents.  In addition, understanding the difference 

between atoms and ions was an important concept that we wanted to cover with this 

activity; therefore, as we worked with the groups we introduced oxidation numbers 

which also led to discussion on how to balancing chemical reactions. 

B.4.4 Teacher Notes: Part III 

As a final aspect of the activity, we wanted to take the opportunity to have 

the students think about energy transfer in natural systems.  Environments around 

hydrothermal vent communities provide a unique perspective on this subject due to the 

lack of sunlight and, therefore, lack of photosynthetic processes.  Instead these 

ecosystems are powered by chemosynthesis which is ultimately driven by the nuclear 

decay reactions taking place within the core of our planet.  It is a basic understanding 
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of the transfer of energy in the following natural sequence that we want our students to 

discover: exothermic nuclear decay reactions → heating water → specific chemical 

reactions → chemosynthetic bacteria → symbiotic relationship with vent-dwelling 

animals. 

B.4.5 Teacher Notes: Thoughts on College Settings 

Although this activity has been developed for high school students, many 

of the concepts covered are learning goals in college level courses such as general 

chemistry, biochemistry, and environmental chemistry.  For students of this level it 

may be more appropriate to only provide the students with the ‘Overview’ section of 

the problem and use ‘Parts I-III’ as topic points as the facilitators work with individual 

groups.  In addition, there is a vast body of literature in scientific journals (See 

Resources: Journals for examples) discussing hydrothermal vents for college level 

students to utilize. 

B.5 Assessment Strategies 

Two strategies have been used to assess student understanding depending 

on the amount of time we wanted to devote to this activity.  The most straightforward 

assessment we have used is to have the students fill out an essay response form as they 

are working on the activity in class.  At other times, we have had our students develop 

reports on their findings using a wiki software platform such as wikispaces.com.  

There is a bit of a learning curve for students with no wiki experience, but the 

advantage is that all group members can work on the activity outside of the classroom 

as long as an internet connection is available. 



 173

B.6 Student Resources 

B.6.1 Websites 

http://www.udel.edu/GK-12/Material/2008/CM/Spraggins/vent/hvoverview.html 

• This entire activity can be found online as a part of the University of Delaware 
GK-12 Fellowship Program website under ‘Materials’ by Jeffrey Spraggins. 

http://www.ocean.udel.edu/expeditions/ 

• The College of Marine and Earth Studies at the University of Delaware 
(Lewes, DE) has set up an amazing set of educational websites highlighting 
hydrothermal vents and the unique ecosystem found at these extreme 
environments.    The sites can be used as the primary source of research for 
younger students and as a starting point for advanced students. 

http://www.lostcity.washington.edu/index.html 

• This is an additional resource covering hydrothermal vents set up by the 
University of Washington (Seattle, WA). 

B.6.2 Journal Articles 

Advanced students can use the following scientific journal articles as resources. 

Martin, W., Baross, J., Kelley, D., & Russell, M. J. (2008). Hydrothermal vents and 
the origin of life. Nature Reviews Microbiology, 6(11), 805-814.  

• This review article covers various types of hydrothermal vents and the 
chemical reactions taking which drive chemosynthesis in these extreme 
environments.  It also discusses how these ecosystems relate to the early 
developmental stages of life on our planet. 

Boetius, A. (2005). Ocean science: Lost city life. Science (Washington, DC, United 
States), 307(5714), 1420-1422.  

• A review article that focuses on the submarine hydrothermal vent field know 
as the Lost City.  This article describes the relationship between the unique 
chemistry taking place here and the organisms that call the Lost City home. 



 174

B.7 Instructor Resources 

In addition to the sources listed under Section A.6: Student Resources, the 

following is a more comprehensive list of online references for instructors. 

B.7.1 Websites 

http://www.udel.edu/GK-12/Material/2008/CM/Spraggins/vent/hvoverview.html 

http://www.ocean.udel.edu/expeditions/ 

http://www.lostcity.washington.edu/index.html 

http://walrus.wr.usgs.gov/pubinfo/smokers.html 

http://www.amnh.org/nationalcenter/expeditions/blacksmokers/ 

http://oceanexplorer.noaa.gov/explorations/02fire/welcome.html 

http://www.wnet.org/savageseas/deep-side-smokers.html 

http://www.panda.org/about_wwf/what_we_do/marine/news/stories/index.cfm?uNews
ID=2593 

http://www.sciencenews.org/articles/20010714/fob3.asp 

http://www.accessexcellence.org/BF/bf03/somero/bf03a8.html 

http://www.resa.net/nasa/ocean_hydrothermal.html 

http://www.pmel.noaa.gov/vents/plumestudies.html 

http://www.divediscover.whoi.edu/vents/index.html 
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Appendix C 

 

OXIDIZED PEPTIDE PEAK LISTS FOR SURFACE INDUCED 
DISSOCIATION EXPERIMENTS 

 

 

 

 

 

 

Provided below are the detailed peak lists for the 60 eV SID spectra of angiotensin II 
(AngII: DRVYIHPF) and the ozonolysis products AngII+O (DRVY*IHPF), 
AngII+3O (DRVYIH*PF) and AngII+4O (DRVY*IH*PF). 
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C.1. Detailed peak list for DRVYIHPF: 60 eV SID 

Theoretical 
m/z 

Peak 
Assignment 

Experimental 
m/z Abundance Deviation 

138.0667 H 138.06670 10.29352 0 

211.1559 RV-28-17 211.15577 5.3219476 -0.00013 

223.1559 IH-28 223.15571 5.801106 -0.00019 

235.1195 HP 235.11971 18.9970665 0.00021 

239.1508 RV-NH3 239.15133 239.15133 0.00053 

251.1508 IH 251.15053 251.15053 -0.00027 

255.1093 b2-NH3 255.10934 255.10934 4E-05 

256.1773 RV 256.17762 256.17762 0.00032 

263.1396 y2 263.13962 263.13962 2E-05 

354.1777 b3-NH3 354.17823 15.9668512 0.00053 

371.2043 b3 371.20366 12.3357077 -0.00064 

382.18794 y3-18 382.18906 25.3343067 0.00112 

396.20354 YIH-H2O 396.20079 12.7393322 -0.00275 

400.1985 y3 400.20406 8.5834322 0.00556 

402.2141 RVY-NH3 402.21558 6.0762796 0.00148 

414.2141 YIH 414.21472 28.638216 0.00062 

419.2407 RVY 419.23903 9.824728 -0.00167 

513.2825 y4 513.28618 29.1089172 0.00368 

513.2825 VYIH 513.28618 29.1089172 0.00368 

532.3247 RVYI 532.32885 15.3489017 0.00415 

534.2676 b4 534.26905 13.229208 0.00145 

619.3568 a5 619.37763 11.1160393 0.02083 

647.3517 b5 647.36049 22.337162 0.00879 

652.3571 RVYIH-NH3 652.36528 21.1077824 0.00818 
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669.3837 RVYIH 669.38879 28.0422897 0.00509 

676.3459 y5 676.3544 21.2623196 0.0085 

749.4099 RVYIHP-NH3 749.3805 11.4085035 -0.0294 

766.4364 RVYIHP 766.42836 13.9054604 -0.00804 

767.40786 b6-OH 767.40585 16.5666542 -0.00201 

775.4143 y6 775.42215 14.9000645 0.00785 

784.4106 b6 784.42914 38.652504 0.01854 

896.47829 y7-35 896.47915 12.6077023 0.00086 

913.50484 y7-H2O 913.51786 12.921175 0.01302 

914.4888 y7-NH3 914.48689 22.6723957 -0.00191 

931.5154 y7 931.51939 348.4616089 0.00399 

1011.50519 MH+ -35 1011.5155 33.7789688 0.01031 

1012.4892 MH+-2(NH3) 1012.50537 18.000349 0.01617 

1028.5318 MH+-H2O 1028.54153 121.8215561 0.00973 

1046.5423 MH+ 1046.53786 249.5424805 -0.00444 
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C.2. Detailed peak list for DRVY*IHPF: 60 eV SID 

Theoretical 
m/z 

Peak 
Assignments 

Experimental 
m/z Abundance Deviation  

235.1195 HP 235.11942 5.3775167 -8E-05 

239.1508 RV-NH3 239.14996 4.5849276 -0.00084 

251.1508 IH 251.15063 10.8221455 -0.00017 

255.1093 b2-NH3 255.10937 9.8227024 7E-05 

256.1773 RV 256.17691 6.8217607 -0.00039 

263.1396 y2 263.13815 13.8081198 -0.00145 

263.1396 VY 263.13815 13.8081198 -0.00145 

272.1359 b2 272.13535 16.0829334 -0.00055 

343.2094 a3 343.20781 6.9622288 -0.00159 

354.1777 b3-NH3 354.17696 5.1784577 -0.00074 

364.19852 IHP+O 364.17737 9.9769268 -0.02115 

371.2043 b3 371.20386 10.5913181 -0.00044 

418.20907 (RVY+O)-17 418.21188 4.058145 0.00281 

430.20902 YIH+O 430.21322 3.7606411 0.0042 

435.23562 RVY+O 435.23377 39.3845482 -0.00185 

532.25196 b4+O -H2O 532.24843 9.9473553 -0.00353 

550.26252 b4+O 550.25934 46.972702 -0.00318 

800.40552 b6+O 800.43889 8.8981953 0.03337 

929.4885 (MH+O)-88-
28-17 929.47887 9.2784557 -0.00963 

947.51032 y7+O 947.5034 54.2891579 -0.00692 

1044.52666 [MH+O]+-18 1044.51061 27.4118824 -0.01605 

1062.53722 [MH+O]+ 1062.5391 56.9309959 0.00188 
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C.3. Detailed peak list for DRVYIH*PF: 60 eV SID 

Theoretical 
m/z 

Peak 
Assignment 

Experimental 
m/z Abundance Deviation  

239.1508 RV-NH3 239.14987 4.4645228 -0.00093 

255.1093 b2-NH3 255.10948 10.8239079 0.00018 

256.1773 RV 256.17584 7.1648555 -0.00146 

263.1396 y2 263.13973 18.9752579 0.00013 

263.1396 VY 263.13973 18.9752579 0.00013 

272.1359 b2 272.13594 18.9385376 4E-05 

343.2094 a3 343.21408 4.6760039 0.00468 

354.1777 b3-NH3 354.17732 14.4782486 -0.00038 

371.2043 b3 371.20566 9.6021576 0.00136 

532.3247 RVYI 532.32523 11.7448101 0.00053 

629.3411 b5-H2O 629.34439 12.7828007 0.00329 

630.3251 b5-NH3 630.3318 14.2256422 0.00670 

647.3517 b5 647.35378 80.7871628 0.00208 

744.3721 wa6 744.37036 37.7502327 -0.00174 

762.3827 wa6+H2O 762.38493 47.6691933 0.00223 

 ? 891.469 14.2305212  

908.49943 (y7 + 3O) -71 908.50128 42.1116486 0.00185 

934.4787 (y7 + 3O) -45 934.46479 10.2045393 -0.01391 

979.50016 y7 + 3O 979.50466 44.3430519 0.00450 

1006.49979 [MH+3O]+-88 1006.51035 33.2595901 0.01056 

1023.526331 [MH+3O]+-71 1023.53087 39.3978958 0.004539 

1049.50560 [MH+3O]+-45 1049.50654 116.0205917 0.00094 

1076.51650 [MH+3O]+-18 1076.53 30.0254688 0.01350 

1094.52706 [MH+3O]+ 1094.53617 49.7111473 0.00911 
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C.4. Detailed peak list for DRVY*IH*PF: 60 eV SID 

Theoretical 
m/z Peak Assignment Experimental 

m/z Abundance Deviation  

255.1093 b2-NH3 255.10843 9.3342085 -0.00087 

256.1773 RV 256.17652 6.8915644 -0.00078 

263.1396 y2 263.1387 9.3645544 -0.0009 

263.1396 VY 263.1387 9.3645544 -0.0009 

272.1359 b2 272.1352 16.3724022 -0.0007 

354.1777 b3-NH3 354.17662 8.5113182 -0.00108 

371.2043 b3 371.20258 12.8399677 -0.00172 

435.23562 RVY + O 435.23596 10.9244194 0.00034 

550.26252 b4 + O 550.25675 20.9743118 -0.00577 

 ? 576.23599 12.4082508  

647.3517 b5 647.35476 8.1913643 0.00306 

663.34662 b5 + O 663.349 23.1922569 0.00238 

760.36702 wa6 + O 760.35802 14.3755445 -0.009 

 y7 + 4O -71 924.47858 15.3116684  

995.49508 y7 + 4O 995.48402 7.3689289 -0.01106 

1021.47438 x7 + 4O 1021.51488 7.946878 0.0405 

 ? 1039.51321 19.5150433  

1065.50052 [MH+4O]+- 45 1065.481 43.3208733 -0.01952 

1092.51142 [MH+4O]+ - H2O 1092.49134 7.7762146 -0.02008 

1110.52198 [MH+4O]+ 1110.48132 12.9372873 -0.04066 
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Appendix D 

 

POSITIVE MODE ESI FT-ICR MASS SPECTRUM OF METAL SALT 
SOLUTIONS 

 

 

 

 

 

The attached spectrum is taken from a 0.3 mM solution of Cd(NO3)2 and glutathione 
(Glu: C10H17N3O6S) in a 1:1 water-methanol solution using positive mode ESI FT-
ICR mass spectrometry.  The results highlight the observed complexity associated 
with positive mode analysis for metal salt samples.  All clusters labeled * are 
unidentifiable species. 
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Appendix E 

 

EXAMPLE MATHEMATICA OUTPUT FILES FOR SELECT METAL 
SULFIDE REACTIONS 

 

 

 

 

 

 

The following are example Mathematica output files for the reactions between 
[Cd(CH3COO)3]- (Section D.1) and [Cd3(CH3COO)5]+ (Section D.2) with hydrogen 
sulfide.  Nonlinear regression is used to fit the experimental kinetic data using 
appropriate integrated rate equations.  A simplified sequential pseudo first-order 
model was used in all cases. 
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E.1.  Reaction Between [Cd(CH3COO)3]- and H2S (4x10-9 Torr) 
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E.2.  Reaction Between [Cd3(CH3COO)5]+ and H2S (4x10-9 Torr) 
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