Multiple Regression Analysis

Summary of Items Contained in Output

Item and Description
Multiple R is the correlation between the dependent variable and the combined independent variables.

R square represents the percentage of variance in the dependent variable which is accounted for by the independent variables.

Adjusted R square represents the percentage of variance in the dependent variable which is accounted for by the independent variables, adjusted for the number of cases.  In theory, this provides an indication of how well the regression model would apply to another sample.
The standard error of estimate represents the standard deviation of the residuals, and is a measure of the accuracy of the prediction ability of the equation.   This value may range from 0 to the standard deviation of the dependent (predicted) variable.

F and p indicate whether the equation or the multiple correlation itself is significant. In order to be considered significant, the p value must be less than 0.05, or the chosen alpha level.

The b-weights, or unstandardized regression weights, are used to construct the equation.

The St. Err. of B is the standard error associated with the b-weights, and represents the amount by which the sample b-weights are expected to differ from the population b-weights.  An analogy can be made between the St. Err. of B and standard error of the mean.

Beta is the standardized regression coefficient and is the regression weight that would be used if the dependent and independent variables were given in z-score (standardized) form.  These weights also indicate the relative importance of each variable in the equation.

The t and p-level values associated with each variable in the equation indicate whether each individual variable is making a statistically significant contribution to the equation.  A variable's contribution may change (and become non-significant) as new variables are added to the equation or removed from the equation in a stepwise, forward, or backward analysis.

Tolerance is the proportion of the current variable that is not explained by variables already in the equation.  Tolerance provides an indication of multicollinearity problems, if they exist.  Specifically, If the tolerance value for a variable falls below 0.2, multicollinearity should be addressed for that variable.
Beta in represents what the beta weight of each variable would be if it were the next one entered into the equation.  Normally, the variable with the largest beta-in value (regardless of sign) would be the next to be entered into the equation.

Partial Correlation represents the partial correlation between each variable listed and the dependent variable with the effects of all other variables already in the equation removed from both this and the dependent variable.  

Semi-Partial or Part Correlation represents the semipartial correlation between each variable listed and the dependent variable with the effects of all other variables already in the equation removed from only this variable.  

Assumptions associated with multiple regression

Linearity:  The relationship between the dependent and independent variables is linear.  
Normality: All variables should be normally distributed.
Homoscedasticity: The assumption that the variance around the regression line is the same for all values of X.  

No Multicollinearity:  The independent variables in the model should not be highly correlated.  This can be determined by examining the Tolerance value. 
No Autocorrelation: Autocorrelation occurs when values of a variable are related in time (ie. Observation y(x) is related to observation y(x+1)). Durbin-Watson's d tests for auto correlation. While d can range from 0 to 4, values near 2 indicate that the data does not demonstrate autocorrelation.  Typically, values of 1.5 < d < 2.5 are interpreted to mean that there is no auto-correlation in the data.  
Variable Types: The variable being predicted must be interval/rational and continuous (ie. Likert scores are not continuous).  The predictor variables must be interval/rational or categorical, with no more than two categories.
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